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}  Large production rates for 
Standard Model processes 
}  jets 
}  top quark pairs 
}  vector bosons 

}  Allow precision measurements 
}  masses 
}  couplings 
}  parton distributions 

}  Require precise theory 

Benchmark processes at LHC 

0.1 1 10
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

WJS2009

!
jet

(E
T

jet
 > 100 GeV)

!
jet

(E
T

jet
 > "s/20)

!
jet

(E
T

jet
 > "s/4)

!
Higgs

(M
H
=120 GeV)

200 GeV

LHCTevatron

 e
v
e
n
ts

 /
 s

e
c
 f
o
r 
L 

=
 1

0
3

3
 c

m
-2
s

-1

 

!
b

!
tot

proton - (anti)proton cross sections

!
W

!
Z

!
t

500 GeV

!
!"
n
b
#

"s (TeV) J. Stirling 

2 



3 

Benchmark processes at LHC 



}  LHC brings new frontiers in energy and luminosity 
}  Production of short-lived heavy states (Higgs, top, SUSY...) 

}  detected through their decay products 
}  yield multi-particle final states involving jets, leptons, γ, ET 

}  Search for new effects in multi-particle final states 
}  Need precise predictions for hard scattering processes 

 

Multi-particle production at LHC 

Example:  SUSY 
signature 4j + ET 
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Fig. 20: Left: production of a gluino (g̃) pair and the subsequent decay of each gluino through a squark (q̃) to
quarks and a neutralino (χ0); the experimental signature involves four jets and missing transverse energy ( /ET )
from the unobserved neutralino. Right: a background that mimics this signature, with missing energy coming
from the production of a Z-boson that decays to neutrinos.

a cross section that is larger than background expectations over a broad kinematic range. But that will
only be a ‘signal’ if we understand what the backgrounds are.

The extent to which we will want to (or have to) rely on QCD predictions of backgrounds in decid-
ing whether there are signals of new physics at the LHC is a subject that deserves in-depth consideration
(for a nice discussion of it, see Ref. [46]). But QCD predictions will come into play in many other ways
too. Monte Carlo parton shower programs, which simulate the full hadronic final state, are crucial in
evaluating detector acceptances and response. And knowing QCD predictions (both for backgrounds
and possible signals) is crucial in the design of methods to search for new physics, as well as for extract-
ing meaning from the data (about couplings, spins, etc.) when, it is to be hoped, we finally see signals of
something new.

4.1 Fixed-order predictions
Fixed-order predictions, which involve the first couple of terms in the QCD perturbative expansion for a
given cross section, are conceptually quite simple: it is easy to state which contributions are included, and
as one includes further orders in the expansion one can reasonably hope to see systematic improvement
in the accuracy of one’s predictions.

We’ll first look at a couple of examples of fixed-order predictions, in order to develop a feel for
how the perturbative expansion behaves, and how one estimates its accuracy. We will then examine more
generally what theoretical inputs are needed for predictions for a given process, and what practical forms
the predictive tools take.

4.1.1 Example 1: the cross section for e+e− → hadrons and its scale dependence
In Eq. (22), we wrote the total cross section for e+e− → hadrons as a perturbative series expansion in
αs that multiplied the Born cross section e+e− → qq̄. The expansion was formulated in terms of the
coupling evaluated at a renormalization scale µR equal to the centre-of-mass energy Q, i.e., αs(µR = Q).
That choice is, however, arbitrary: for example, the most energetic gluon that could be produced in
e+e− → qq̄g would be one with E = Q/2, so maybe we should be choosing µR = Q/2. And in loop
diagrams, one integrates over gluon energies that go beyond Q, so maybe µR = 2Q would be just as
reasonable.

Because of this arbitrariness, a convention has emerged whereby one calculates a ‘central value’

29



}  Implications of Higgs boson discovery at ATLAS and CMS 
}  Higgs mechanism established 
}  Higgs boson mass measured 
}  Standard Model of particle                                                

physics complete 
}  Beyond the Standard Model 

}  Planck mass sets fundamental                                           
limit: Mp ⋍ 1019 GeV 

}  Internal consistency of Standard Model 
}  Hierarchy problem 
}  Extrapolation to high energies 

}  Stability of the Higgs potential 
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The case for precision 

Citation: K.A. Olive et al. (Particle Data Group), Chin. Phys. C38, 090001 (2014) (URL: http://pdg.lbl.gov)

D±X (12.2 ±1.7 ) % –
D∗(2010)±X [i ] (11.4 ±1.3 ) % –
Ds1(2536)±X ( 3.6 ±0.8 ) × 10−3 –
DsJ (2573)±X ( 5.8 ±2.2 ) × 10−3 –
D∗′(2629)±X searched for –
B+X [j ] ( 6.08 ±0.13 ) % –
B0

s X [j ] ( 1.59 ±0.13 ) % –

B+
c X searched for –

Λ+
c X ( 1.54 ±0.33 ) % –

Ξ0
c X seen –

Ξb X seen –
b -baryon X [j ] ( 1.38 ±0.22 ) % –
anomalous γ+ hadrons [k] < 3.2 × 10−3 CL=95% –
e+ e−γ [k] < 5.2 × 10−4 CL=95% 45594

µ+µ−γ [k] < 5.6 × 10−4 CL=95% 45594

τ+ τ−γ [k] < 7.3 × 10−4 CL=95% 45559

ℓ+ ℓ−γγ [l] < 6.8 × 10−6 CL=95% –
qqγγ [l] < 5.5 × 10−6 CL=95% –
ν ν γγ [l] < 3.1 × 10−6 CL=95% 45594

e±µ∓ LF [i ] < 1.7 × 10−6 CL=95% 45594

e± τ∓ LF [i ] < 9.8 × 10−6 CL=95% 45576

µ± τ∓ LF [i ] < 1.2 × 10−5 CL=95% 45576

pe L,B < 1.8 × 10−6 CL=95% 45589

pµ L,B < 1.8 × 10−6 CL=95% 45589

H0H0H0H0 J = 0

Mass m = 125.7 ± 0.4 GeV

H0 Signal Strengths in Different ChannelsH0 Signal Strengths in Different ChannelsH0 Signal Strengths in Different ChannelsH0 Signal Strengths in Different Channels

Combined Final States = 1.17 ± 0.17 (S = 1.2)
W W ∗ = 0.87+0.24

−0.22

Z Z∗ = 1.11+0.34
−0.28 (S = 1.3)

γγ = 1.58+0.27
−0.23

bb = 1.1 ± 0.5
τ+ τ− = 0.4 ± 0.6
Z γ < 9.5, CL = 95%

HTTP://PDG.LBL.GOV Page 4 Created: 8/21/2014 13:13

PDG 2014 



}  Renormalization group evolution of quartic coupling 

}  Propagation of errors on Standard Model parameters 
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Stability of the Higgs potential 

Vacuum stability and the Higgs Boson

1. Extrapolating the SM to Very High Scales and the Higgs Potential Instability

The main result of the first run of the LHC was the discovery of the Higgs boson, with mass
MH ' 126 GeV [1], which further study has shown to be compatible with the properties expected
for a Standard Model (SM) Higgs, although there is still room for some deviation in its properties
[2]. Besides this great success, no trace of physics beyond the SM (BSM) has been found, and this
typically translates into bounds on the mass scale of different BSM scenarios, supersymmetric or
otherwise, of order the TeV [3]. If one is willing to hold on to the paradigm of naturalness, the
hierarchy problem that afflicts the breaking of the electroweak (EW) symmetry would imply that
BSM physics should be around the corner, probably on the reach of the LHC. In this talk I take a
different attitude: I disregard naturalness as a requisite for the physics associated to the breaking of
the EW symmetry and I explore the possibility that the scale of new physics, L, could be as large
as the Planck scale, MPl .

From that perspective, we have now in our hands a quantum field theory, the SM, that should
then describe physics in the huge range from MW to MPl . All the model parameters have been
determined experimentally, the last of them being the Higgs quartic coupling, fixed in this model
by our knowledge of the Higgs mass. Fig. 1, left plot, shows the running of the most important SM
couplings extrapolated to very high energy scales using renormalization group (RG) techniques. It
shows the three SU(3)C ⇥ SU(2)L ⇥U(1)Y gauge couplings getting closer in the ultraviolet (UV)
but failing to unify precisely. It also shows how the top Yukawa coupling gets weaker in the UV
(due to as effects, see below). The Higgs quartic coupling is also shown: it starts small at the EW
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Figure 1: Left: Evolution of SM couplings from the EW scale to MPl. Right: Zoom on the evolution of the
Higgs quartic, l (µ), for Mh = 125.7 GeV, with uncertainties in the top mass, as and Mh as indicated. (Plots
taken from [9]).
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G. Degrassi et al., K. Chetyrkin, M. Zoller  



}  Determines vacuum stability          
}  Current data indicate metastable state 
}  Precision on parameters and for                                     

RGE evolution and matching crucial 

7 

Stability of the Higgs potential 

Vacuum stability and the Higgs Boson

2. Lifetime of the Metastable Electroweak Vacuum

The decay probability rate of the EW vacuum per unit time and unit volume can be calculated
by semiclassical methods [11]: it is basically ⇠ h4

I exp(�S4), where hI is the value of the field
around the region of instability (the only relevant mass scale in the problem), and S4 is the action of
the 4-d Euclidean tunneling bounce solution, interpolating between the new phase at high field val-
ues and the EW phase. A simple analytical approximation for S4 that captures the main effect1 is in
fact possible for a negative-quartic potential V '�|l (h)|h4/4: it is S4 '�8p2/(3|l (hI)|), show-
ing the usual nonperturbative dependence on the coupling constant. The logarithmic dependence of
l (h) on its argument breaks the scale invariance of the classical potential and the tunneling occurs
preferentially towards the scale hI for which l (h) takes its minimum value (or, what is the same,
for which bl = 0).

One gets for the decay rate the numerical estimate d p/(dV dt) ⇠ h4
I exp[�2600/(|l |/0.01)].

This has to be multiplied by the 4-d space-time volume inside our past light-cone, which is basically
the fourth power of the age of the Universe: ⇠ t4

U ⇠ (e140/MPl)
4. It is then clear that the exponential

suppression of the decay rate [for the observed value of Mh, which gives l (hI)⇠�0.01] wins over
the large 4-volume factor: the decay probability is extremely small, p ⌧ 1 or, in other words, the
lifetime of the metastable EW vacuum tEW is extremely long, much larger than the age of the
Universe, see Fig. 2.
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Figure 2: Left: probability of EW vacuum decay by quantum tunneling as a function of Mt , for the measured
values of Mh and as. Right: same, for the vacuum lifetime. The two branches correspond to different
assumptions on the future of the universe evolution: matter dominated (labeled CDM) or cosmological
constant dominated (labelled LCDM). (Plots taken from [10]).

1The tunneling rate has been calculated beyond tree level, including the effect of fluctuations around the bounce
solution in [12]. Gravitational effects, which have a negligible impact on the rate, were included in [13].
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Vacuum stability and the Higgs Boson
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Figure 5: Regions in the (Mh,Mt) parameter space corresponding to absolute stability (green), metastability
with lifetime tEW longer than tU (yellow), and instability, with tEW < tU , calculated at NNLO. The ellipses
give the experimental values at 1, 2 and 3 s . The red-dashed lines in the zoomed-in version (left, from
[10]) indicate the scale of instability, in GeV. The zoomed-out version (right, from [9]) also shows the region
corresponding to non-perturbative Higgs quartic below MPl.

stability bound reads [10]:

Mt < (171.36±0.15±0.25as ±0.17Mh)GeV = (171.36±0.46)GeV , (3.2)

where, in the last expression, the theoretical error is combined in quadrature with the indicated
experimental uncertainties from as and Mh.

Concerning the impact of Mt on the stability bound, there is some controversy in the literature
regarding the relationship between the top mass measured at the Tevatron and LHC and the top
pole-mass. Although the naive expectation would assign an error of order LQCD to the connection
between these two numbers, a more drastic proposal has been advocated in [19]: to use instead
the running top mass measured through the total production cross-section s(pp/pp̄ ! tt̄ +X) at
Tevatron and the LHC, which allows for a theoretically cleaner determination of Mt . However, this
leads to a value of the top mass compatible with the Tevatron and LHC values but with an error
which is a factor of 4 worst: Mt = 173.3±2.8 GeV [19]. Of course, if one is willing to downgrade
the error on Mt in this way, there would still be room for absolute stability up to MPl by moving
into the lower range for Mt . Clearly, a better understanding of the theoretical errors in the top
mass determination would be desirable. See [20] for a review of the issues involved, current status
and future expectations (presumably down to dMt ⇠ 500�600 MeV at the LHC) concerning this
important measurement.

In Fig. 5, the left plot shows again the different regions concerning stability of the EW vac-
uum calculated at NNLO, with further information on the scale of instability, in red dashed lines.
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F. Bezrukov, M. Kalmykov, B. Kniehl,    
M. Shaposhnikov; 
J. Elias-Miro et al, G. Degrassi et al.;    
F. Jegerlehner 



 
 

}  NLO: methods and directions  
}  Parton showers, resummation, matching 
}  NNLO: precision QCD 
}  Precision frontier: aims and ideas 
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QCD: precision physics at LHC 



} NLO: methods, results, directions 

9 



}  Why NLO? 
}  reduce scale uncertainty of LO theory prediction  
}  reliable normalization and shape 
}  accounts for effects of extra radiation 
}  jet algorithm dependence 

}  Typical observations   
}  sizable NLO corrections 
}  corrections not constant, but kinematics-dependent 
}  remaining uncertainty at NLO typically 10-20% 
 

NLO multi-particle production 
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}  Enormous progress in getting NLO predictions for 
2➞(4,5,6!) processes over the last years 

}  Made possible by   
}  Improved techniques for loop amplitudes 
}  Crucial: a high level of automation 
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NLO multi-parton production  
One-loop calculations

✤ These developments of one-loop technology lead to  
a serious accomplishment -- NLO QCD predictions 
are now available for major collider processes,  
making rich phenomenology possible 

✤ multiple jets ( up to 4)

✤ a gauge boson and up to 5 (!) jets

✤ multiple gauge bosons in association with up to 
2 jets ( up to VV+2jets)

✤ top quarks in association with jets (up to two) 
and gauge photons (W,Z,photon)

✤ Higgs and up to two jets

  

Progress with NLO computations

● In the past three-four years, dramatic developments occurred in the field of next-to-leading 
order calculations for the LHC.  We were so successful, that the famous NLO wish-list has 
been officially closed by Joey Huston as of May 2012

NLO predictions are currently available  for 
major production channels: 

 1) multiple jets (up to 4 jets )

2)  a gauge boson and up to 5 jets

3) multiple gauge bosons in association with 
jets ( up to VV + 2j)

4)  top quarks in association with jets (up to 
two) and gauge bosons (W,Z, photon)

5) Higgs and jets

Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, 

Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, 
Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, 

Denner, Dittmaier, Pozzorini, KallweitDenner, Dittmaier, Pozzorini, Kallweit

C
L
O
S
E
D

Wednesday, March 20, 13

K. Melnikov,  MITP, 2013 
 

13 2012:  NLO  W+5j [BlackHat, preliminary] [unitarity] 

G. Salam, La Thuile 2012 



}  Well-defined interfaces (Binoth Les Houches accord) 
}  combine different ingredients from different codes 

}  One-loop amplitudes 
}  BlackHat (Z. Bern, L. Dixon, F. Febres Cordero, S. Höche, H. Ita, D. Kosower, D. Maitre, K. Ozeren) 

}  GoSam (G. Cullen, N. Greiner, G. Heinrich, G. Luisoni, P. Mastrolia, G. Ossola, T. Reiter, F. Tramontano) 

}  OpenLoops (F. Cascioli, P. Maierhöfer, S. Pozzorini) 

}  NJet (S. Badger, B. Biedermann, P. Uwer, V.  Yundin) 

}  MadLoop/aMC@NLO (R. Frederix et al.) 

}  CutTools (G. Ossola, C. Papadopoulos, R. Pittau) 

}  Real radiation, subtraction terms and                                       
phase space (infrastructure) 
}  Sherpa (F. Kraus et al.) 

}  Madgraph/MadEvent (F. Maltoni et al.) 

}  HelacNLO (G. Bevilacqua, C. Papadopoulos et al.) 

}  MCFM (J. Campbell, K. Ellis, C. Williams) 

}  VBFNLO (D. Zeppenfeld et al.) 
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NLO automation    

ͻ Virtual corrections 
Automatized recently: 
• FEYNARTS/FORMCALC/LOOPTOOLS (public) 

 

• HELAC-NLO (public) 

 
• MadLoop 
  
• OpenLoops 

 

• GoSam (public) 
 

 
Dedicated programs also involve high level of 

automation: 
 

[Hahn et al.] 

Automation in NLO calculations 
ͻ Different ingredients of a NLO calculation have also different 

levels of automation according to their complexity: 

G.Luisoni, 4th September 2012 

Born Real 
corrections 

Subtraction 
terms 

Virtual 
corrections 

NLO 

NLO Revolution 

[Bevilacqua, Czakon, van Hameren, 
 Papadopoulos, Pittau, Worek,  11] 
[Hirschi,Frederix,Frixione,Garzelli, 
Maltoni,Pittau ,11] 

[Cullen, Greiner, Heinrich, GL, Mastrolia, 
Ossola, Reiter, Tramontano, 11] 

Denner-Dittmaier et al., VBFNLO (public), MCFM (public), 
NGLUON (public), BLACKHAT, ROCKET. 

[Cascioli, Maierhöfer,Pozzorini , 12] 



}  Impressive list of recent results: 
}  multiple jets (up to 4) (Blackhat + Sherpa; Njet) 

}  gauge boson and up to 5 jets (Blackhat + Sherpa) 
}  two gauge bosons with up to 2 jets (T. Melia et al.; VBFNLO: F. Campanario, M. Kerner, 

L.D. Ninh, D. Zeppenfeld; GoSam + MadEvent) 

}  Three gauge bosons (VBFNLO: G. Bozzi, F. Campanario, C. Englert, M. Rauch, D. Zeppenfeld)  

}  Top quarks with jets (up to 2) (A. Denner, S. Dittmaier, S. Kallweit, S. Pozzorini; G. 
Bevilacqua, M. Czakon, C. Papadopoulos, M. Worek) 

}  Top quarks with a gauge boson (A. Lazopoulos, K. Melnikov, F. Petriello; K. Melnikov, M. 
Schulze, A. Scharf; HelacNLO: A. Kardos, Z. Trocsanyi, C. Papadopoulos; MCFM: J. Campbell, K. Ellis) 

}  Higgs with a top quark pair and one jet (GoSam + Sherpa + MadEvent: H. van Deurzen, 
G. Luisoni, P. Mastrolia, E. Mirabella, G. Ossola, T. Peraro) 

}  Higgs and up to 3 jets (GoSam + Sherpa + Madevent: G. Cullen, H. van Deurzen, N. Greiner, G. 
Luisoni, P. Mastrolia, E. Mirabella, G. Ossola, T. Peraro, F. Tramontano) 

 

}  Broad implications for precision phenomenology     
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Automation in NLO computations 



}  First 2➞6 NLO calculation at a hadron collider 
}  Using Blackhat + Sherpa    
(Z. Bern, L. Dixon, F. Febres Cordero, S. Höche, H. Ita, D. Kosower, D. Maitre, K. Ozeren) 

}  Blackhat: virtual one-loop corrections using on-shell methods 
}  Sherpa: real emission, subtraction, phase space integration 

 

}  Computation at the actual frontier of NLO complexity 
}  Considered impossible until few years ago 
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W+5 jets at NLO 

NLO QCD predictions: W + 5jets

W + 5j @ NLO: The challenge

one-loop corrections
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

NLO QCD predictions: W + 5jets

W + 5j @ NLO: The challenge

one-loop corrections
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

Example diagram for real emission 
(2➝8) at tree level   

Example diagram for virtual emission 
(2➝7) at one-loop (octogon)  



}  Distribution in HT
jets (sum of jet transverse energies) 

}  Dynamical scale choice 

}  scale variation μ/2 … 2μ 
}  Observe:  

}  Scale dependence reduced at NLO  
}  ratio NLO/LO constant over                                                      the 

full kinematical range 

}  NLO helps to motivate                                                          
the scale choice 
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W+5 jets at NLO 

NLO QCD calculations: W + 5jets

BlackHat+Sherpa: 7 TeV LHC predictions [arXiv:1304.1253]

consider anti-kt jets with pjetT > 25 GeV & R=0.5

process W� – LO W� – NLO W+ – LO W+ – NLO

xsec [pb] 1.076(0.003)+0.985
�0.480 0.77(0.02)+0.07

�0.19 2.005(0.006)+1.815
�0.888 1.45(0.04)+0.12

�0.34
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Ste↵en Schumann V+jets – theoretical tools for LHC analyses

µR = µF = Ĥ 0
T /2

ΓW = 2.06 GeV and mass MW = 80.419 GeV. (The other electroweak parameters are

also chosen as in ref. [22].) We take the leptonic decay products to be massless. In this

approximation, of course, the results for muon final states are identical to those for electrons.

The five light quarks, u, d, c, s, b, are all treated as massless. We do not include contributions

to the amplitudes from a real or virtual top quark; its omission should have a percent-

level effect on the overall result [24, 25]. We also approximate the Cabibbo-Kobayashi-

Maskawa matrix by the unit matrix. As previously determined for the three-jet case, this

approximation causes a change of under 1% in total cross sections for the cuts we impose [22],

and should also be completely negligible in our study.

A. Kinematics and Observables

We use standard kinematic variables, whose definitions may be found in Appendix A of

ref. [23]. The renormalization and factorization scales in ref. [22] were chosen as multiples

of a total partonic transverse energy ĤT. We will use a modified version of it here,

Ĥ ′
T ≡

∑

m

pmT + EW
T , (2.4)

where the sum runs over all final-state partons m and EW
T ≡

√

M2
W + (pWT )2. All partons

m are included in Ĥ ′
T, whether or not they are inside jets that pass the cuts. This quantity

is not directly measurable; however, it is very similar to the more usual jet-based total

transverse energy, and it is more practical for use as a dynamical scale choice. Both ĤT

and the modified version Ĥ ′
T are independent of the experimental cuts. Thus, modifying the

cuts will not affect the value of the matrix element at a point in phase space. This makes it

suitable as a choice of renormalization or factorization scale, avoiding unwanted dependence

on experimental cuts. Later we will compute the distribution in the jet-based observable

H jets
T =

∑

j∈jets p
j
T. This variable is similar to the partonic version, Ĥ ′

T, except that the W

boson ET is omitted, and it is based on jets passing all cuts.

We define jets using the anti-kT algorithm [44] with parameter R = 0.5. The jets

are ordered in pT, and are labeled i, j = 1, 2, 3, . . . in order of decreasing transverse mo-

mentum pT, with jet 1 being the leading (hardest) jet. The transverse mass of the W

boson is computed from the transverse momenta of its leptonic decay products, MW
T =

√

2Ee
TE

ν
T(1− cos(∆φeν)).

6



}  Systematic uncertainties (th. and exp.) cancel in ratios 
}  Predictions more reliable 
}  Can be used in data-driven background estimation 

}  Jet ratio as function of                                                          
leading jet pT 

}  NLO and parton shower both                                              
agree with data for large pT 

}  Parton shower (multiple                                                  
emission) better at low pT 

¨  Large uncertainty on parton                                               shower 
shower not shown  

Observe: 3/2 ratio below the data at small  pT  

 
16 

Jet ratios at NLO 

3

The lowest value in the band comes from lowering µ to
the lower end of its range, ĤT /4. (We have not varied
the scale in the ME+PS calculation, as its choice is linked
to the tuning of various parameters in the parton shower
and hadronization model. Error sets for these parameters
are not available.)
In the penultimate column of table I, we give the non-

perturbative underlying event and hadronization (NP)
correction factor using the Pythia-type string fragmen-
tation model. The cluster fragmentation model gives es-
sentially identical results, within our integration uncer-
tainties, so we do not quote them. We use this factor as
an estimate for the NP correction to the NLO cross sec-
tion as well, shown with the correction in the last column.
(As NLO parton-shower programs are developed beyond
the dijet case [35], it will become possible to carry out es-
timates of nonperturbative corrections in a manner more
compatible with NLO calculations.) These nonperturba-
tive corrections are of order 10% or less for the production
of four or fewer jets. For dijet production, the LO and
NLO theory predictions are not in good agreement with
the data; as discussed above, this is not surprising given
the kinematic constraints as well as the soft-radiation in-
stability. In contrast, for the three- and four-jet cases,
both the NLO and ME+PS predictions agree with the
data, within the experimental uncertainties, whether or
not we account for the small nonperturbative corrections.
Ratios of cross sections typically reduce both theoret-

ical and experimental uncertainties. In particular, we
have compared the ratio of four- to three-jet cross sec-
tions appearing in table I to the value obtained by AT-
LAS:

ATLAS: 0.098± 0.001+0.004
−0.005 ± 0.005 ,

ME+PS: 0.100(0.003) , NLO: 0.102(0.002) ,

where the quoted ATLAS uncertainties are respectively
statistical, jet energy scale and detector unfolding [2]. We
display only the statistical integration errors for the the-
oretical predictions; in the ratio, the (correlated) scale
dependence cancels and is not a useful estimate of un-
certainty. We have not included the nonperturbative
corrections; they also largely cancel in jet ratios. We
estimate the residual theoretical uncertainty by compar-
ing ME+PS and NLO results; from here we deduce that
the residual theoretical uncertainty is under 5%. This
is within our numerical integration uncertainty and also
smaller than the experimental uncertainty.
In table II we present the LO, ME+PS and NLO pT

distribution of the fourth-leading jet, comparing to AT-
LAS data [2]. The penultimate column gives the nonper-
turbative correction factor, estimated using SHERPA,
as discussed above. The final column displays the NLO
results including this factor. From this table we see that
both ME+PS and NLO results are in good agreement
with the data, within uncertainties. The estimated non-
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FIG. 2: A comparison of the 3/2 and 4/3 jet-production ra-
tios to ATLAS data [2] for R = 0.6. We show the NLO
and ME+PS predictions for these ratios. Vertical bars on
the theory predictions represent Monte Carlo statistical un-
certainties.

perturbative corrections are smaller than current exper-
imental uncertainties.

We also consider the (n + 1)/n jet production ratios,
[dσn+1/dpT ]/[dσn/dpT ], as a function of the leading-jet
pT . Fig. 2 displays the 3/2 and 4/3 jet production ratios
for R = 0.6, comparing the 3/2 ratio with ATLAS data.
For the 3/2 ratio we find very good agreement between
NLO theory and the ATLAS data [2], except for the first
bin, where the denominator is affected by the kinematic
constraint and soft-radiation instability mentioned ear-
lier. The agreement remains good even with increasing
leading-jet pT , where the ratios grow to 0.6 and 0.35 for
the 3/2 and 4/3 ratios respectively. The ME+PS pre-
diction is also in very good agreement with data and
consistent with NLO, implying that these processes are
under good theoretical control. It will be interesting to
compare our theoretical predictions for the 4/3 ratio to
future LHC data.

We have estimated the PDF uncertainty using the 100-
element NNPDF 2.1 error sets; the MSTW2008 68% er-
ror sets; and the CT10 90% CL sets. With MSTW2008,
we find one-sigma uncertainties of 1.2% for two-jet pro-
duction; 1.6% for three-jet production; and 2.5% for
four-jet production. The NNPDF 2.1 and MSTW08
central values agree to well within these values, and
the NNPDF 2.1 one-sigma uncertainties are compara-
ble. The CT10 PDF uncertainty estimate is about 25%
greater than for MSTW2008. However, the CT10 cen-
tral value for three-jet production is 5.8% low, outside
combined two-sigma errors. At high pT , the uncertainty
grows somewhat, but remains smaller or comparable to



}  Parton showers, resummation, matching 

17 



}  Fixed order calculations 
}  Expansion in powers of the coupling constant 
}  Correctly describes hard radiation pattern 
}  Final states are described by single hard particles 
}  NLO: up to two particles in a jet, NNLO: up to three.. 
}  Soft radiation poorly described  

}  Parton shower  
}  Exponentiates multiple soft radiation (leading logarithms) 
}  Describes multi-particle dynamics and jet substructure 
}  Allows generation of full events (interface to hadronization) 
}  Basis of multi-purpose generators (SHERPA, HERWIG, PYTHIA) 
}  Fails to account for hard emissions 

}  Ideally: combine virtues of both approaches 

18 

Fixed order versus parton shower 



}  Merging multiplicities 
}  Combine fixed-order matrix elements at different multiplicity 

with vetoed shower 
}  Leading order prescriptions: CKKW (S. Catani, F. Krauss, R. Kuhn, B. Webber) 

and MLM (M. Mangano) 

}  Has become standard for parton shower simulations 
}  Merging NLO with parton shower 

}  Combine fixed-multiplicity NLO                                      
calculation with parton shower  

}  Accomplished for many processes                                         
(MC@NLO: S. Frixione, B. Webber;                                                                                     
POWHEG: P. Nason, C. Oleari et al.) 

}  Automation: aMC@NLO (R. Frederix,                                                                 
S. Frixione, V. Hirschi, F. Maltioni, R. Pittau, P. Torrielli) 

19 

Merging of fixed order and parton shower 

Figure 1: Four-lepton invariant mass (left panel) and transverse momentum (right panel), as pre-
dicted by aMC@NLO(solid black), aMC@LO(solid blue), and at the (parton-level) NLO (dashed
red) and LO (dashed magenta). The middle insets show the aMC@NLO scale (dashed red) and
PDF (black solid) fractional uncertainties, and the lower insets the ratio of the two leptonic channels,
eq. (3.5). See the text for details.

These have very different behaviours w.r.t. the extra radiation provided by the parton

shower, with the former being (almost) completely insensitive to it, and the latter (almost)

maximally sensitive to it. In fact, the predictions for the invariant mass are basically

independent of the shower, with NLO (LO) being equal to aMC@NLO (aMC@LO) over

the whole range considered. The NLO corrections amount largely to an overall rescaling,

with a very minimal tendency to harden the spectrum. The four-lepton pT , on the other

hand, is a well known example of an observable whose distribution at the parton-level LO

is a delta function (in this case, at pT = 0). Radiation, be it through either showering or

hard emission provided by real matrix elements in the NLO computation, fills the phase

space with radically different characteristics, aMC@LO being meaningful at small pT and

NLO parton level at large pT – aMC@NLO correctly interpolates between the two. The

different behaviours under extra radiation of the two observables shown in fig. 1 is reflected

in the scale uncertainty: while in the case of the invariant mass the band becomes very

marginally wider towards large M(e+e−µ+µ−) values, the corresponding effect is dramatic

in the case of the transverse momentum. This is easy to understand from the purely

perturbative point of view, and is due to the fact that, in spite of being O(αS) for any

pT > 0, the transverse momentum in this range is effectively an LO observable (the NLO

effects being confined to pT = 0). The matching with shower blurs this picture, and in

particular it gives rise to the counterintuitive result where the scale dependence increases,

rather than decreasing, when moving towards large pT [18]. Finally, the lower insets of

fig. 1 display the ratio defined in eq. (3.5) which, in agreement with the results of table 2,

is equal to one half in the whole kinematic ranges considered. The only exception is the

small invariant mass region, where off-resonance effects become relevant.

– 13 –



}  Combining NLO computations for different multiplicities 
and interfacing with parton showers (proof-of-principle) 
}  SHERPA (S. Höche, F. Krauss, M. Schönherr, F. Siegert) 

}  MINLO                                                                               
(K. Hamilton, P. Nason, C. Oleari, G. Zanderighi) 

}  UNLOPS (L. Lönnblad, S. Prestel)  

}  FxFx (S. Frixione, R. Frederix) 

}  Yields combined event samples 
}  Improves especially jet-jet                                     

correlations 
}  Work in progress 

20 

Merging of fixed order and parton shower    



}  Parton shower: leading logarithmic accuracy (LL) 
}  Resummation of higher-order logarithms 

}  NLL: largely automated (CAESAR: A. Banfi, G. Salam, G. Zanderighi) 

}  NNLL and beyond: process-by-process calculations 

}  Methods 
}  Laplace-space resummation                                                   

(CSS: J. Collins, D. Soper, G. Sterman)   

}  Soft-collinear effective theory (SCET: C. Bauer,                                                    
S. Fleming, D. Pirjol, I. Rothstein, I. Stewart; M. Beneke,                                                    
A. Chapovsky, M. Diehl, T. Feldmann) 

}  Systematic extension beyond NLL 

21 

Resummation 

We see that in both cases the effect of the recoil amounts to a contribution to T of

relative order (at least) O(1 − T ), so it produces power-suppressed terms. We can then

replace the thrust axis in the dijet region with the direction of the hardest (jet-initiating)

parton. From now on this approximation is understood.

Factorization properties of event-shapes have been widely studied in the literature [40,

56,57]. Referring to Fig. 2 we recast the cross section (2.11) as

RT (τ) = H

(

Q

µ
,αs(µ)

)
∫

dk2dk̄2J (
k

µ
,αs(µ))J̄ (

k̄

µ
,αs(µ))

×
∫

dwS(
w

µ
,αs(µ))Θ(Q2τ − k̄2 − k2 − wQ) +O(τ). (2.26)

We use the integral representation of the Θ-function

Θ(Q2τ − k̄2 − k2 − wQ) =
1

2πi

∫

C

dν

ν
eντQ

2
e−νk2e−νk̄2e−νwQ, (2.27)

and the Laplace transform to recast Eq. (2.26) as

RT (τ) =H

(

Q

µ
,αs(µ)

)

1

2πi

∫

C

dN

N
eτN J̃2

(

√

N0

N

Q

µ
,αs(µ)

)

S̃

(

N0

N

Q

µ
,αs(µ)

)

=
1

2πi

∫

C

dN

N
eτN σ̃N (Q2,αs), (2.28)

where we set N = νQ2 and N0 = e−γE . For the sake of simplicity we defined σ̃N (Q2,αs)

as the Laplace-transformed cross section and we omitted the term O(τ). The soft subpro-

H H

Jn

Jn̄

S

Figure 2: Leading regions in dijet factorization.

cess S̃ (N0/NQ/µ,αs(µ)) describes the interaction between the two jets of hard collinear

particles through soft gluon exchange. It can be therefore defined in a gauge invariant way

as a correlator of Wilson lines

S̃

(

N0

N

Q

µ
,αs(µ)

)

=
Q

Nc

∫

dτse
−τsN

∑

keik

⟨0|W †
n̄(0)W

†
n(0)|keik⟩Jcut(τsQ)⟨keik|Wn(0)Wn̄(0)|0⟩,

(2.29)

– 8 –



} NNLO: towards precision QCD 
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}  NNLO predictions 
}  expected to have a per-cent level accuracy 
}  yielding first reliable estimate of theoretical uncertainty   

}  For processes measured to few per cent accuracy 
}  jet production 
}  vector boson (+jet) production 
}  top quark pair production 

}  For processes with potentially large perturbative 
corrections 
}  New channels and/or phase space regions open up  

}  Higgs or vector boson production 

 

NNLO observables at hadron colliders    
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}  Require three principal ingredients (here: pp → 2j) 
}  two-loop matrix elements 

}  explicit infrared poles from loop integral   
§  known for all massless 2 → 2 processes  

}  one-loop matrix elements 
}  explicit infrared poles from loop integral 
}  and implicit poles from single real emission 

§  usually known from NLO calculations 

}  tree-level matrix elements 
}  implicit poles from double real emission 

§  known from LO calculations 

}  Infrared poles cancel in the sum 
}  Challenge: combine contributions into parton-level generator 

}  Need a method to extract implicit infrared poles 

NNLO calculations 

24 



Real radiation at NNLO: methods 
}  Sector decomposition                                                            

(T. Binoth, G. Heinrich; C. Anastasiou, K. Melnikov, F. Petriello) 

}  pp → H, pp → V, including decays                                                                  
(C. Anastasiou, K. Melnikov, F. Petriello; S. Bühler, F. Herzog, A. Lazopoulos, R. Müller) 

}  Split final state phase space into different singular sectors 

  

}  Expand phase space integral in distributions 

25 

Also on a more formal level, it is outlined in [67] that sector decomposition can be
used to automate the renormalisation of quantum field theories, by mapping to the so-
called Henge decomposition [68], which served to provide a simple proof of the BPHZ
theorem [69]. This mapping also allowed to establish a direct correspondence between
overlapping divergences in Feynman parameter space and in momentum space [67]. In
this context, one should also mention the formulation of renormalisation using Hopf
algebras [70], which provide a framework to describe the disentanglement of divergent
subgraphs of Feynman diagrams.

1.2 Phase space integrals

After the results for various two-loop box diagrams had become available, the bottleneck
to make progress in the calculation of differential NNLO cross sections for 1 → 3 or 2 → 2
processes was the complicated infrared singularity structure of phase space integrals over
matrix elements for the real radiation of (doubly) unresolved massless particles. As these
phase space integrals can be written as dimensionally regularised parameter integrals,
sector decomposition can serve to factorise entangled singularity structures in the case
of real radiation as well. This idea has first been presented in [71] and subsequently
has been applied to calculate all master four-particle phase space integrals where up
to two particles in the final state can become soft and/or collinear [21]. Shortly after,
this approach has been extended to be applicable to exclusive final states as well by
expressing the functions produced by sector decomposition in terms of distributions [22].
A rapid development [23, 24] lead to the calculation of e+e− → 2 jets at O(α2

s) [24].
Further elaboration on this approach resulted in the first fully differential program to
calculate an NNLO cross section [26,28] and has lead to differential NNLO results for a
number of processes meanwhile [29, 31, 38, 41].

2 Basic concepts

To introduce the subject, let us look at the simple example of a two-dimensional param-
eter integral of the following form:

I =

∫ 1

0
dx

∫ 1

0
dy x−1−aϵ y−bϵ

(

x + (1 − x) y
)−1

. (1)

The integral contains a singular region where x and y vanish simultaneously, i.e. the
singularities in x and y are overlapping. Our aim is to factorise the singularities for
x → 0 and y → 0. Therefore we divide the integration range into two sectors where x
and y are ordered (see Fig. 1)

I =

∫ 1

0
dx

∫ 1

0
dy x−1−aϵ y−bϵ

(

x + (1 − x) y
)−1

[Θ(x − y)
︸ ︷︷ ︸

(1)

+ Θ(y − x)
︸ ︷︷ ︸

(2)

] .

Now we substitute y = x t in sector (1) and x = y t in sector (2) to remap the integration
range to the unit square and obtain

I =

∫ 1

0
dxx−1−(a+b)ϵ

∫ 1

0
dt t−bϵ

(

1 + (1 − x) t
)−1

3

y

x

−→ + −→(2)

(1)

+

y

x

t

t

Figure 1: Sector decomposition schematically.

+

∫ 1

0
dy y−1−(a+b)ϵ

∫ 1

0
dt t−1−aϵ

(

1 + (1 − y) t
)−1

. (2)

We observe that the singularities are now factorised such that they can be read off
from the powers of simple monomials in the integration variables, while the polynomial
denominator goes to a constant if the integration variables approach zero. The same
concept will be applied to N -dimensional parameter integrals over polynomials raised
to some power, where the procedure in general has to be iterated to achieve complete
factorisation.

3 The algorithm for multi-loop integrals

3.1 Feynman parameter integrals

A general Feynman graph Gµ1...µR

l1...lR
in D dimensions at L loops with N propagators

and R loop momenta in the numerator, where the propagators can have arbitrary, not
necessarily integer powers νj , has the following representation in momentum space:

Gµ1...µR

l1...lR
=

∫ L
∏

l=1

dDκl
kµ1

l1
. . . kµR

lR
N∏

j=1
P

νj

j ({k}, {p}, m2
j)

dDκl =
µ4−D

iπ
D
2

dDkl , Pj({k}, {p}, m2
j) = (q2

j − m2
j + iδ) , (3)

where the qj are linear combinations of external momenta pi and loop momenta kl.
Introducing Feynman parameters according to

1
∏N

j=1 P
νj

j

=
Γ(Nν)

∏N
j=1 Γ(νj)

∫ ∞

0

N
∏

j=1

dxj x
νj−1
j δ

(

1 −
N

∑

i=1

xi

) 1
[
∑N

j=1 xjPj

]Nν
, (4)

where Nν =
N

∑

j=1

νj , leads to

Gµ1...µR

l1...lR
=

Γ(Nν)
∏N

j=1 Γ(νj)

∫ ∞

0

N
∏

j=1

dxj x
νj−1
j δ

(

1 −
N

∑

i=1

xi

)
∫

dDκ1 . . .dDκL

kµ1

l1
. . . kµR

lR

⎡

⎣

L
∑

i,j=1

kT
i Mij kj − 2

L
∑

j=1

kT
j · Qj + J + i δ

⎤

⎦

−Nν

, (5)

4

(minus) internal masses. Thus, after a certain number of iterations, each integral Gl is
split into a certain number, say α, of subsector integrals. We can replace the multi-index
k1k2 . . . stemming from the subsector decomposition by a single index which just counts
the number of generated subsectors. The subsector integrals are exactly of the same
form as in Eq. (17), with the difference that the index k now runs from 1 to α, the total
number of produced subsectors in each primary sector.

Evidently the singular behaviour of the integrand now can be read off directly from
the exponents aj , bj for a given subsector integral. As the singular behaviour is manifestly
non-overlapping now, it is straightforward to define subtractions.

Part III Extraction of the poles

The subtraction of the poles can be done implicitly by expanding the singular factors
into distributions, or explicitly by direct integration over the singular factors. In any
case, the following procedure has to be worked through for each variable tj=1,...,N−1 and
each subsector integrand:

• Let us consider Eq. (17) for a particular tj , i.e. let us focus on

Ij =

1∫

0

dtj t
(aj−bjϵ)
j I(tj , {ti̸=j}, ϵ) , (19)

where I = UNν−(L+1)D/2
lk /FNν−LD/2

lk in a particular subsector. If aj > −1, the
integration does not lead to an ϵ–pole. In this case no subtraction is needed and
one can go to the next variable tj+1. If aj ≤ −1, one expands I(tj , {ti̸=j}, ϵ) into
a Taylor series around tj = 0:

I(tj , {ti̸=j}, ϵ) =

|aj |−1
∑

p=0

I(p)
j (0, {ti̸=j}, ϵ)

tpj
p!

+ R(⃗t, ϵ) , where

I(p)
j (0, {ti̸=j}, ϵ) = ∂pI(tj , {ti̸=j}, ϵ)/∂tpj

∣
∣
∣
tj=0

. (20)

• Now the pole part can be extracted easily, and one obtains

Ij =

|aj |−1
∑

p=0

1

aj + p + 1 − bjϵ

I(p)
j (0, {ti̸=j}, ϵ)

p!
+

1∫

0

dtj t
aj−bjϵ
j R(⃗t, ϵ) . (21)

By construction, the integral containing the remainder term R(⃗t, ϵ) does not pro-
duce poles in ϵ upon tj-integration anymore. For aj = −1, which is the generic
case for renormalisable theories (logarithmic divergence), this simply amounts to

Ij = −
1

bjϵ
Ij(0, {ti̸=j}, ϵ) +

1∫

0

dtj t
−1−bjϵ
j

(

I(tj , {ti̸=j}, ϵ) − Ij(0, {ti̸=j}, ϵ)
)

,

which is equivalent to applying the “plus prescription” [82] (see eq. (45)), except
that the integrations over the singular factors have been carried out explicitly.
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Real radiation at NNLO: methods 
}  Sector-improved subtraction schemes                                   

(M. Czakon; R. Boughezal, K. Melinkov, F. Petriello) 

}  pp → tt (M. Czakon, P.  Fiedler,  A. Mitov) 

}  pp → H+j (R. Boughezal, F. Caola, K. Melnikov, F. Petriello, M. Schulze)  

}  pp → t+j (M. Brucherseifer, F. Caola, K. Melnikov) 

}  Construct subtraction term in each unresolved sector 
}  Using universal factorization properties of QCD matrix elements 
}  Fully local subtraction terms 

}  Expand subtraction terms in distributions 
}  Numerically integrate subtraction terms    
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Real radiation at NNLO: methods 
}  qT-subtraction (S. Catani, M. Grazzini) 

}  pp → H, pp → V, pp →γγ, pp → VH                                                 
(S. Catani, L. Cieri, D. de Florian, G. Ferrera M. Grazzini, F. Tramontano) 

}  pp → Zγ(M. Grazzini, S. Kallweit, D. Rathlev, A. Torre) 

}  pp → ZZ, pp → WW (F. Cascioli, M. Grazzini, S. Kallweit, P. Maierhöfer,                 
A. von Manteuffel, S. Pozzorini, D. Rathlev, L. Tancredi, E. Weihs, TG)  

}  Production of colourless final states at hadron colliders 
}  Universal behaviour in the limit of small transverse momentum, 

known from resummation  
}  Use small-qT limit to construct subtraction term (non-local) 
 
 
}  Implementation based on NLO calculation for F+jet 
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applies to the production of a colourless high-mass system F in generic hadron collisions and
has been used for the computation of NNLO corrections to several hadronic processes [35–39].
According to the qT subtraction method [35], the pp → F + X cross section at NNLO can be
written as

dσF
NNLO = HF

NNLO ⊗ dσF
LO +

[

dσF+jet
NLO − dσCT

NLO

]

, (1)

where dσF+jet
NLO is the cross section for the inclusive production of the system F plus one jet at NLO

accuracy, and can be evaluated with any available version of the NLO subtraction formalism.
When the transverse momentum qT of the colourless system F is non-vanishing, dσF+jet

NLO is the
sole contribution to the NNLO cross section. The IR subtraction counterterm dσCT

NLO in Eq. (1)
has the purpose of cancelling the singularity developed by dσF+jet

NLO as qT → 0 and is obtained
from the resummation of the logarithmically-enhanced contributions to qT distributions [40]. The
function HF

NNLO, which also compensates for the subtraction of dσCT
NLO, corresponds to the NNLO

truncation of the process-dependent perturbative function

HF = 1 +
αS

π
HF (1) +

(αS

π

)2
HF (2) + . . . . (2)

The NLO calculation of dσF requires the knowledge of HF (1), and the NNLO calculation also
requires HF (2).

The general structure of HF (1) is known [41]: HF (1) is obtained from the process-dependent
scattering amplitudes by using a process-independent relation. Exploiting the explicit results of
HF (2) for Higgs [42] and vector-boson [43] production, the process-independent relation of Ref. [41]
has been extended to the calculation of the NNLO coefficient HF (2) [44]. Such results have been
confirmed with a fully independent calculation of the relevant coefficients in the framework of
Soft-Collinear Effective Theory (SCET) [45, 46]. We have performed our NNLO calculation for
ZZ production according to Eq. (1), starting from a computation of the dσZZ+jet

NLO cross section
with the dipole-subtraction method [47,48]. The numerical calculation employs the generic Monte
Carlo program that was developed for Ref. [39]. Although the qT subtraction method and our
implementation are suitable to perform a fully exclusive computation of ZZ production including
the leptonic decays and the corresponding spin correlations, in this Letter we restrict ourselves to
the inclusive production of on-shell Z bosons.

We consider pp collisions with
√
s ranging from 7 to 14 TeV. As for the EW couplings, we

use the so-called Gµ scheme, where the input parameters are GF , mW , mZ . In particular we use
the values GF = 1.16639 × 10−5 GeV−2, mW = 80.399 GeV, mZ = 91.1876 GeV. The top mass
mt = 173.2 GeV and the Higgs mass mH = 125 GeV only enter through the loop-induced gluon
fusion contribution‡. We use the MSTW 2008 [49] sets of parton distributions, with densities and
αS evaluated at each corresponding order (i.e., we use (n+ 1)-loop αS at NnLO, with n = 0, 1, 2),
and we consider Nf = 5 massless quark flavors. The default renormalization (µR) and factorization
(µF ) scales are set to µR = µF = mZ .

The corresponding LO, NLO and NNLO cross sections as a function of
√
s are reported in

Fig. 1. For comparison, we also show the NLO result supplemented with the loop-induced gluon
fusion contribution (“NLO+gg”) computed with NNLO PDFs. The lower panel in Fig. 1 shows
the NNLO and NLO+gg predictions normalized to the NLO result. The NLO corrections increase

‡Since we consider the production of on-shell Z bosons, the Higgs contribution is strongly suppressed, and
provides only about 1% to the loop-induced gg → ZZ cross section.
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Real radiation at NNLO: methods 
}  Antenna subtraction (A. Gehrmann-De Ridder, E.W.N. Glover,  TG) 

}  e+e- → 3j (A. Gehrmann-De Ridder, E.W.N. Glover, G. Heinrich, TG; S. Weinzierl)  

}  pp → 2j (J. Currie, A. Gehrmann-De Ridder, E.W.N. Glover, J. Pires, TG)  

}  pp → H+j (X. Chen, E.W.N. Glover, M. Jaquier, TG) 

}  pp → tt (G. Abelof, A. Gehrmann-De Ridder, P. Maierhöfer, S. Pozzorini) 

}  Construct subtraction terms from antenna functions 
}  Encapsulate all unresolved limits between a pair of hard partons 

}  Ensure analytical cancellation of poles  
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}  Large production cross section at the LHC (~250pb at 8TeV) 
}  Expected experimental error of ~5% for    
}  NLO+NLL predictions yield an uncertainty of ~10% 

}  NNLO accuracy of theory needed 
}  Calculation for the total cross section                                         

completed (M. Czakon, P. Fiedler,  A. Mitov)  
}  based on sector-improved subtraction  

}  numerical cancellation of infrared poles 
}  Observe: theoretical and experimental                                  

uncertainties comparable (% level) 

}  Differential distributions in progress                                         
}  Forward-backward asymmetry                                                      

at the Tevatron explained 

Top quark pair production at LHC 
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4

too, and a consistent NNLO treatment would require the
analysis of Ref. [35] to be extended to NNLO, which is
now possible with the help of the results derived in this
letter as well as Ref. [12]. Given the numerical effect is
small (a 0.7% shift at LHC 8 TeV and a 0.4% shift at the
Tevatron), in this work we take A = 0.
As can be concluded from table I the precision of the

theoretical prediction at full NNLO+NNLL is very high.
At the Tevatron, the scale uncertainty is as low as 2.2%
and just slightly larger, about 3%, at the LHC. The inclu-
sion of the NNLO correction to the gg-initiated reaction
increases the Tevatron prediction of Ref. [12] by about
1.4%, which agrees well with what was anticipated in
that reference.

Collider σtot [pb] scales [pb] pdf [pb]

Tevatron 7.009 +0.259(3.7%)
−0.374(5.3%)

+0.169(2.4%)
−0.121(1.7%)

LHC 7 TeV 167.0 +6.7(4.0%)
−10.7(6.4%)

+4.6(2.8%)
−4.7(2.8%)

LHC 8 TeV 239.1 +9.2(3.9%)
−14.8(6.2%)

+6.1(2.5%)
−6.2(2.6%)

LHC 14 TeV 933.0 +31.8(3.4%)
−51.0(5.5%)

+16.1(1.7%)
−17.6(1.9%)

TABLE II: Pure NNLO theoretical predictions for various
colliders and c.m. energies.

To assess the numerical impact from soft gluon re-
summation, in table II we present results analogous to
the ones in table I but without soft gluon resummation,
i.e. at pure NNLO. Comparing the results in the two
tables we conclude that the effect of the resummation
is a (2.2, 2.9, 2.7, 2.2)% increase in central values and
(2.4, 2.2, 2.1, 1.5)% decrease in scale dependence for, re-
spectively, (Tevatron, LHC7, LHC8, LHC14).
Next we compare our predictions with the most precise

experimental data available from the Tevatron and LHC.
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The comparison with the latest Tevatron combination
[36] is shown in fig. 3. The measured value σtot = 7.65±
0.42 pb is given, without conversion, at the best top mass
measurement [37] m = 173.18 ± 0.94 GeV. From this
comparison we conclude that theory and experiment are
in good agreement at this very high level of precision.
In fig. 4 we show the theoretical prediction for the

tt̄ total cross-section at the LHC as a function of the
c.m. energy. We compare with the most precise avail-
able data from ATLAS at 7 TeV [38], CMS at 7 [39] and
8 TeV [40] as well as the ATLAS and CMS combination
at 7 TeV [41]. We observe a good agreement between
theory and data. Where conversion is provided [39], the
measurements have been converted to m = 173.3 GeV.
Finally, we make available simplified fits for the top

mass dependence of the NNLO+NNLL cross-section, in-
cluding its scale and pdf uncertainties:

σ(m) = σ(mref )
(mref

m

)4
(16)

×

(

1 + a1
m−mref

mref
+ a2

(

m−mref

mref

)2
)

.

The coefficient a1,2 can be found in table III.

CONCLUSIONS AND OUTLOOK

In this work we compute the NNLO corrections to
gg → tt̄ + X . With this last missing reaction included,
the total inclusive top pair production cross-section at
hadron colliders is now known exactly through NNLO
in QCD. We also derive estimates for the two-loop hard
matching coefficients which allows NNLL soft-gluon re-
summation matched consistently to NNLO. All results
are implemented in the program Top++ (v2.0) [33].

�tt̄

3
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[26] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [27]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

eq. (3), is the expansion of the ratio eq. (2) in powers of
αS . 5

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry, see
fig. 1, is computed with both definitions (2) and (3) in-
cluding EW corrections. 6 The numerator factor NEW is
taken 7 from Table 2 in Ref. [26]. Only for the inclusive
asymmetry we determine the scale variation by keeping
µR = µF

8 (since the scale dependence of NEW is pub-
lished [26] only for µR = µF ). We also note that the scale
variation of AFB is derived from the consistent scale vari-
ation of the ratio, i.e. both numerator and denominator
in eqs. (2) and (3) are computed for each scale value.

DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive

5 Such an expansion is not, strictly speaking, fully consistent since
the αS expansion is performed after convolution with pdf’s. Nev-
ertheless, following the existing literature, we consider it as an
indication of the sensitivity of AFB to missing higher order terms.

6 EW corrections to Di are neglected since EW effects to the total
cross-section are very small O(1%), see Refs. [55–59].

7 We have checked that the different pdf and mt used in Ref. [26]
have negligible impact on the QCD numerator N3 and so we
expect the same to hold for NEW.

8 We have checked that for the pure QCD corrections to the to-
tal asymmetry the difference with respect to scale uncertainty
derived with µR ̸= µF variation is negligible.
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AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition
eq. (2). Therefore, following the previous literature, we
choose as our final prediction ASM

FB = 0.095± 0.007 (sce-
nario 10 in fig. 1) which is derived with the expanded
definition (3) and includes EW [26] corrections.



}  Essential to establish the properties of the newly 
discovered Higgs boson  

}  Experiments select events according to number of jets 
}  Different backgrounds for different jet multiplicities 
}  H+0jet and H+1jet samples of comparable sizes  
}  H+0jet and inclusive H production known at NNLO               

(C. Anastasiou, K. Melnikov, F. Petriello; S.Catani,M. Grazini) 

}  H+1jet and H+2jet  known at NLO  

}  NNLO for H+1jet needed  
}  gluons-only total cross section completed                             

(R. Boughezal, F. Caola, K. Melnikov, F. Petriello, M. Schulze)  

}  Full calculation and differential distributions in progress           
(X. Chen, T. Gehrmann, E.W.N. Glover, M. Jaquier) 
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Figure 4. Results for the product of partonic cross-sections gg → H + jet and parton luminosity in
consecutive orders in perturbative QCD at µR = µF = mh = 125 GeV. See the text for explanation.

functions

L(z, µF ) =

∫ 1

z

dx

x
g(x, µF )g

( z

x
, µF

)

. (7.7)

It follows from Fig. 4 that NNLO QCD corrections are significant in the region
√
s <

500 GeV. In particular, close to partonic threshold
√
s ∼ Eth, radiative corrections are en-

hanced by threshold logarithms ln β that originate from the incomplete cancellation of virtual

and real corrections. There seems to be no significant enhancement of these corrections at

higher energies, where the NNLO QCD prediction for the partonic cross-section becomes al-

most indistinguishable from the NLO QCD one. Note that we extend the calculation of the

NNLO partonic cross-section to
√
s ∼ 500 GeV only. From leading and next-to-leading order

computations, we know that by omitting the region
√
s > 500 GeV, we underestimate the

total cross-section by about 3%. To account for this in the NNLO hadronic cross-section cal-

culation, we perform an extrapolation to higher energies constructed in such a way that when

the same procedure is applied to LO and NLO cross-sections, it gives results that agree well

with the calculation without extrapolation. The correction for the extrapolation is included

in the NNLO QCD cross-sections results shown below.

We now show the integrated hadronic cross-sections for the production of the Higgs

boson in association with a jet at 8 TeV LHC in the all-gluon channel. We choose to vary

the renormalization and factorization scale in the range µR = µF = mH/2, mH , 2mH . After
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}  Distributions for H+jet total cross section (gluons only)                              
(X. Chen, E.W.N. Glover, M. Jaquier, TG) 

}  Using antenna subtraction  ptj> 30 GeV, kT-alg., R=0.5  2

diagrams for each of the gluonic processes. The e↵ec-
tive interaction between gluons and the Higgs boson is
mediated by top quarks and is valid in the mt ! 1
limit. The ultraviolet renormalised matrix elements for
these processes are integrated over the final state phase
space appropriate to Higgs+jet final states. All three
types of contributions are infrared-divergent, only their
sum is finite. While infrared divergences from the vir-
tual corrections are explicit in the one-loop and two-loop
matrix elements, divergences from unresolved real radia-
tion become explicit only after phase space integration.
The divergences are usually regulated dimensionally, and
di↵erent methods have been used for their extraction
from the real radiation contributions. All these meth-
ods are based on a subtraction of divergent configura-
tions, which are then integrated over the phase space
and added to the virtual corrections to yield a finite re-
sult: sector decomposition [18], antenna subtraction [19],
qT -subtraction [20] and sector-improved residue subtrac-
tion [21] have all been applied successfully in the calcu-
lation of NNLO corrections to exclusive processes.

In this calculation we apply antenna subtraction, a
method for the construction of real radiation subtraction
terms based on so-called antenna functions, that each
describe all infrared singular limits occurring in between
two hard colour-ordered partons. For hadron-collider ob-
servables, either hard radiator can be in the initial or
final state, and all unintegrated and integrated antenna
functions were derived previously [22–25]. The gluonic
cross-section is given by,

d�gg,NNLO =

Z

d�3

⇥
d�RR

gg,NNLO � d�S
gg,NNLO

⇤

+

Z

d�2

⇥
d�RV

gg,NNLO � d�T
gg,NNLO

⇤

+

Z

d�1

⇥
d�V V

gg,NNLO � d�U
gg,NNLO

⇤
, (1)

where each of the square brackets is finite and well be-
haved in the infrared singular regions. The construction
of the subtraction terms d�S,T,U

gg,NNLO follows closely the
NNLO subtraction terms for purely gluonic jet produc-
tion [26].

Using the antenna subtraction method to cancel in-
frared divergent terms between di↵erent channels, we
have implemented all purely gluonic subprocesses to
Higgs-plus-jet production through to NNLO into a
parton-level event generator. With this program, we can
compute any infrared safe observable related to H + j
final states to NNLO accuracy. The Higgs decay to two
photons is included, such that realistic event selection
cuts on the photons can equally be applied once mul-
tiple di↵erential distributions become available. Renor-
malization and factorization scales can be chosen on an
event-by-event basis.

For our numerical computations, we use the
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FIG. 2. (a) Transverse momentum distribution of the Higgs
boson in inclusive H + 1j production in pp collisions withp
s = 8 TeV at LO, NLO, NNLO and (b) Ratios of di↵erent

perturbative orders, NLO/LO, NNLO/LO and NNLO/NLO.

NNPDF2.3 parton distribution functions [27] with the
corresponding value of ↵s(MZ) = 0.118 at NNLO, and
MH = 125 GeV. Default values for the factorization and
renormalization scales are µF = µR = MH , with the-
ory errors estimated from the envelope of a variation to
MH/2 and 2MH . To compare with previously obtained
results for the total cross section for purely gluonic H+j
production at

p
s = 8 TeV, we use the same cuts as

in [14]: jets are reconstructed in the kT algorithm with
R = 0.5, and accepted if pT > 30 GeV. With this, we
obtain the total cross section at di↵erent perturbative
orders as

�LO = 2.72+1.22
�0.78 pb ,

�NLO = 4.38+0.76
�0.74 pb ,

�NNLO = 6.34+0.28
�0.49 pb , (2)

in very good agreement with [14].
In our kinematical distributions and ratio plots, the

error band describes the scale variation envelope as de-
scribed above, where the denominator in the ratio plots is
evaluated at fixed central scale, such that the band only
reflects the variation of the numerator. Error bars on the
distributions indicate the numerical integration errors on
individual bins.
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fact that the NNLO corrections to H + 1j production
in the gluon-only channel substantially enhance the nor-
malization of NLO predictions, while not modifying the
NLO shape, except around the production threshold.

In conclusion, we have described the first calculation
of the fully di↵erential H + 1j cross sections at hadron
colliders at NNLO in the strong coupling constant us-
ing a new parton-level event generator. We have consid-
ered the NNLO QCD corrections from the purely gluonic
channel. Using the antenna subtraction scheme the ex-
plicit ✏-poles in the dimension regularization parameter
of one- and two-loop matrix elements entering this cal-
culation are cancelled in analytic and local form against
the ✏-poles of the integrated antenna subtraction terms
thereby enabling the computation of Higgs plus jet cross
sections at hadron colliders at NNLO accuracy. The glu-
onic process yields the numerically largest contribution
to H + j final states, followed by the quark-gluon ini-
tiated and other subprocesses. However, the techniques
employed here can be readily applied to the quark contri-
butions. We observed that the transverse momentum and
rapidity distributions of the Higgs boson and the lead-
ing jet receive substantial NNLO corrections. However,
the shapes of the distributions do not change dramati-

cally from NLO to NNLO, except around the production
threshold in pT .

For all of the observables considered here, we observed
a reduction of the respective uncertainties in the the-
ory prediction due to variations of the factorization and
renormalization scales, resulting in a residual uncertainty
of around 9% on the normalization of the distributions.
We expect similar conclusions when including the pro-
cesses involving quarks. Our calculation brings H + j
production to the same level of theory accuracy as inclu-
sive H production, and will thus provide a crucial tool
for precision studies of the Higgs boson in the upcoming
data taking periods at the CERN LHC.
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}  Jet data can be used to constrain parton distributions  
}  Scale and PDF uncertainties on NLO prediction of comparable size 
}  Need improved theory (NNLO) 
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Figure 7: Inclusive jet (left) and dijet (right) cross sections for the five different rapidity bins,
for data (markers) and theory (thick lines) using the NNPDF2.1 PDF set.
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Figure 6: Effect of the relative theoretical uncertainties for the inclusive jet (left column) and
dijet (right column) cross section measurements for all five |y| and |y|max bins, respectively.
The upward and downward uncertainties are estimated separately.
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= 0.7. Jets are accepted at central rapidity |y| < 4.4, and ordered in transverse momentum. An event
is retained if the leading jet has pT 1 > 80 GeV. Factorization and renormalization scales (µF and
µR) are chosen dynamically on an event-by-event basis. As default value, we set µF = µR = µ and
set µ equal to the transverse momentum of the leading jet so that µ = pT 1.
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Figure 1: Inclusive jet pT distribution, ds/d pT , for jets constructed with the anti-kT algorithm with R = 0.7
and with pT > 80 GeV, |y| < 4.4 and

p
s = 8 TeV at NNLO (blue), NLO (red) and LO (dark-green). The

middle panel shows the ratios of NNLO, NLO and LO cross sections. The lower panel shows the subleading
colour contribution to the full colour NNLO cross section.

In Fig. 1 we present the single jet inclusive cross section as a function of the jet pT at each
order in perturbation theory. Respectively in dark-green, red and blue we show the LO, NLO and
NNLO cross sections evaluated with the MSTW2008NNLO [15] gluon distribution function. The
middle panel shows ratios of NNLO, NLO and LO cross sections and we can observe that the
NNLO corrections increase the NLO cross section between 16-26% and stabilise the NLO/LO k-
factor growth with pT . Finally in the lower panel we present the contribution of the subleading
colour piece to the full colour NNLO cross section to test the validity of the leading colour approx-
imation. The subleading colour contribution in this channel appears for the first time at NNLO and
contributes with a flat 2% increase of the leading colour NNLO cross section.

In Fig. 2 we study the single jet inclusive cross section at each order in perturbation theory
as a function of the renormalization and factorization scales. In the gluons-only channel we set
the number of active flavours to zero (NF=0) in the calculation except in the PDF evolution and
running of as which are provided by LHAPDF [16]. For this study we consider jets with 80 GeV
< pT < 97 GeV integrated over rapidity and perform a scale variation of a factor of ten around the
central scale choice, µR = µF = pT 1. We observe that the inclusion of higher order corrections

4

pp → 2 jets at NNLO 
}  First results at NNLO available 

}  gg → gg and qq → gg subprocess  
    (J. Currie, A. Gehrmann-De Ridder, E.W.N. Glover, J. Pires, TG)  

}  Developed a new parton-level event generator NNLOJET 
}  using antenna subtraction  

}  analytic cancellation of                                                              
infrared poles 

}  Inclusive jet pT distribution 
}  NNLO/NLO differential                                                      

K-factor flat over the                                                         
whole pT range  
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pp → VV at NNLO  
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}  Vector boson pair production 
}  Test standard model coupling structure (anomalous couplings) 
}  Final state configurations similar to beyond-SM signatures 

}  Recently completed using qT-subtraction  
}  pp → Z Ɣ, pp  → W Ɣ                                                                

(M. Grazzini, S. Kallweit, D. Rathlev, A.Torre)  

}  pp → Z Z (F. Cascioli et al.) 

}  Moderate NNLO corrections,                                                              
about half from gg → ZZ  

Figure 1: ZZ cross section at LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO (solid)
as a function of

√
s. The ATLAS and CMS experimental results at

√
s = 7 TeV and

√
s = 8

TeV are also shown for comparison [3–6]. The lower panel shows the NNLO and NLO+gg results
normalized to the NLO prediction.

the LO result by about 45%. The impact of NNLO corrections with respect to the NLO result
ranges from 11% (

√
s = 7 TeV) to 17% (

√
s = 14 TeV). Using NNLO PDFs throughout, the gluon

fusion contribution provides between 58% and 62% of the full NNLO correction. We find that
the one-loop diagrams involving a top quark provide a contribution which is only few per mille
of the full NNLO cross section. Since the quantitative impact of the two-loop diagrams with a
light fermion loop is extremely small, we estimate that the neglected two-loop diagrams involving
a top-quark contribute well below the per mille level.

The theoretical predictions can be compared to the ATLAS and CMS measurements [3–6]
carried out at

√
s = 7 TeV and

√
s = 8 TeV, which are also shown in the plot. We see that

the experimental uncertainties are still relatively large and that the ATLAS and CMS results
are compatible with both the NLO and NNLO predictions. The only exception is the ATLAS
measurement at

√
s = 8 TeV [5], which seems to prefer a lower cross section. The comparison

between our predictions and the experimental results, however, should be interpreted with care.
First, we point out that the LHC experiments obtain their ZZ production cross section from
four-lepton production using an interval in dilepton invariant masses around the Z boson mass,
thus not including some contribution from far off-shell Z bosons. Then, EW corrections are not
included in our calculation, and are expected to provide a negative contribution to the inclusive
cross section [21].

In Table 1 we report the LO, NLO and NNLO cross sections and scale uncertainties, evaluated
by varying µR and µF simultaneously and independently in the range 0.5mZ < µR, µF < 2mZ

with the constraint 0.5 < µF/µR < 2. From Table 1 we see that the scale uncertainties are about
±3% at NLO and remain of the same order at NNLO. We also see that the NLO scale uncertainty

3

pp → ZZ 
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}  Total cross section for W pair production 
}  pp → WW (M. Grazzini, S. Kallweit, P. Maierhöfer,  A. von Manteuffel,              

S. Pozzorini, D. Rathlev, L. Tancredi, TG)  

}  At higher orders: pp → WW not well defined 
}  NLO: contribution from gb → WWb 
}  NNLO: contribution from qq/gg → WWbb 
}  Can not be removed consistently in 5FNS 
}  Define 5FNS contribution from scaling                              

behaviour with top quark width 
}  Good agreement of 4FNS and 5FNS 

4
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FIG. 2. The pp → W+W− cross section in the 5FNS at
√
s = 8 TeV is plotted versus a b-jet veto, pT,bjet < pvetoT,bjet,

and compared to results in the 4FNS (which are pvetoT,bjet independent). Full 5FNS results (left plot) are contrasted with top-

subtracted 5FNS predictions (right plot). The relative agreement between 5FNS and 4FNS results is displayed in the lower

frames. Jets are defined using the anti-kT algorithm [39] with R = 0.4, and in order to guarantee the cancellations of final-state

collinear singularities, bb̄ pairs that are recombined by the jet algorithm are not vetoed.

tive definition of the W+W− cross section in the 5FNS,
where resonant top contributions are subtracted along
the lines of Refs. [40, 41] by exploiting their characteris-
tic scaling behaviour in the limit of vanishing top-quark
width. The idea is that doubly (singly) resonant contri-
butions feature a quadratic (linear) dependence on 1/Γt,
while top-free W+W− contributions are not enhanced
at small Γt. Using this scaling property, the tt̄, tW±

and (top-free) W+W− components in the 5FNS are de-
termined from high-statistics evaluations of the 5FNS
cross section at different values of Γt. The 5FNS top-free
W+W− cross section σ5F

WW , defined in this way, is pre-
sented in Figure 2 (right) for

√
s = 8 TeV. Its dependence

on the b-jet veto demonstrates the consistency of the em-
ployed top subtraction: at pvetoT,bjet → 0 we clearly observe
the above-mentioned QCD singularity from initial-state
g → bb̄, while for pvetoT,bjet∼

> 10 GeV, consistently with the

absence of top contamination, σ5F
WW is almost insensitive

to the veto. Thus the inclusive limit of σ5F
WW can be used

as a precise theoretical definition of W+W− production
in the 5FNS, and compared to the 4FNS. The agreement
between the two schemes turns out to be at the level of
1 (2)% at 7 (14) TeV, and this finding puts our NNLO
results and their estimated uncertainty on a firm theo-
retical ground.

In summary, we have presented the first NNLO cal-
culation of the total W+W− production cross section
at the LHC. The W+W− signature is of crucial im-
portance to precision tests of the fundamental structure
of electroweak interactions and provides an important
background in Higgs boson studies and searches for new
physics. Introducing consistent theoretical definitions of
W+W− production in the four and five flavour num-
ber schemes, we have demonstrated that the huge top
contamination of the W+W− signal can be subtracted
without significant loss of theoretical precision. The
NNLO corrections to W+W− production increase from
9% at 7 TeV to 12% at 14 TeV, with an estimated 3%
residual uncertainty from missing contributions beyond
NNLO. Gluon fusion amounts to about 35% of the total
NNLO contribution. The inclusion of the newly com-
puted NNLO corrections provides an excellent descrip-
tion of recent measurements of the W+W− cross section
at 7 TeV and diminishes the significance of an observed
excess at 8 TeV. In the near future more differential stud-
ies at NNLO, including leptonic decays and off-shell ef-
fects, will open the door to high-precision phenomenology
with W+W− final states.

We would like to thank A. Denner, S. Dittmaier and
L. Hofer for providing us with the Collier library. S. K.,

_ _ 
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}  Total cross section in 4FNS 
}  Improved description of data 
}  Data based on interpolation                                                  

from fiducial region  
}  Calls for fully differential                                               

description, including vector                                                
boson decays and off-shell                                                    
effects  

3

√
s

TeV σLO σNLO σNNLO σgg→H→WW∗

7 29.52+1.6%
−2.5% 45.16+3.7%

−2.9% 49.04+2.1%
−1.8% 3.25+7.1%

−7.8%

8 35.50+2.4%
−3.5% 54.77+3.7%

−2.9% 59.84+2.2%
−1.9% 4.14+7.2%

−7.8%

13 67.16+5.5%
−6.7% 106.0+4.1%

−3.2% 118.7+2.5%
−2.2% 9.44+7.4%

−7.9%

14 73.74+5.9%
−7.2% 116.7+4.1%

−3.3% 131.3+2.6%
−2.2% 10.64+7.5%

−8.0%

TABLE I. LO, NLO and NNLO cross sections (in picobarn)
for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in
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FIG. 1. The on-shell W+W− cross section in the 4FNS at

LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO

(solid) combined with gg → H → WW ∗ is compared to re-

cent ATLAS and CMS measurements [5–8]. In the lower panel

NNLO and NLO+gg results are normalized to NLO predic-

tions. The bands describe scale variations.

the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-
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}  Precision frontier: aims and ideas  
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}  Methods for real radiation at NNLO becoming mature 
}  qT subtraction 
}  Sector-improved schemes 
}  Antenna subtraction 

}  Issues 
}  Automation of code generation 
}  Numerical efficiency and stability 



Towards NNLO automation 
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}  Virtual two-loop amplitudes: analytically process-by-process 
}  Current stockpile  

}  pp → 2j (C. Anastasiou, N. Glover, C. Oleari, M. Tejeda-Yeomans; Z. Bern, L. Dixon, A. De Freitas) 

}  pp → V+j (L. Garland, N. Glover, A. Koukoutsakis, E. Remiddi, TG) 

}  pp → V+γ(L. Tancredi, E. Weihs, TG) 

}  pp → H+j (N. Glover, M. Jaquier, A. Koukoutsakis, TG) 

}  pp → tt (P. Bärnreuther, M. Czakon, P. Fiedler; R. Bonciani, A. Ferroglia, A. von Manteuffel,             
C. Studerus, TG) 

}  pp → VV (L. Tancredi, E. Weihs, TG; F. Caola, J. Henn, K.Melnikov, V. Smirnov, A.Smirnov) 

}  Research directions: towards different masses and 2 → 3 
}  Systematic techniques to compute master integrals (J. Henn) 

}  Semi-numerical approaches (P. Bärnreuther, M. Czakon, P. Fiedler) 

}  Classification of integral basis (H. Johansson, D. Kosower, K. Larsen) 

}  Unitarity-based methods (P. Mastrolia, E. Mirabella, G. Ossola, T. Peraro) 



NNLO and beyond: techniques 
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}  Seemingly simple task: check equality of two expressions 
}  Becomes very tricky if complicated functions involved 

}  e.g.  Abel relation (1855) 

}  Systematic procedure for iterated rational integrals 
}  Symbol and coproduct (A. Goncharov, M. Spradlin, A. Volovich, C. Vergu; C. Duhr) 

}  Often allows huge simplifications (many pages → few lines) 
}   starts to get used for loop integrals 

}  simplification 
}  analytical continuation 
}  automated derivation of relations 



Beyond NNLO: observables  
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}  Hadronic R-ratio in e+e- 

}  Most precise QCD observable in Z and 𝜏 decays  decays 
}  Known to O(αs

4) (P. Baikov, K. Chetyrkin, H. Kühn, J. Rittinger) 

}  Produces most precise αs(MZ) = 0.1198 ± 0.0015 

}  Gluon-fusion Higgs cross section at hadron colliders 
}  Large NLO and NNLO corrections 
}  Ultimate precision on Higgs couplings may require N3LO 
}  Ingredients 

}  Three-loop vertex functions (P. Baikov, K. Chetyrkin, A. Smirnov, V. Smirnov, M. Steinhauser; 
N. Glover, T. Huber, N. Ikizlerli, C. Studerus, TG)  

}  Counterterms and lower-order expansions (C. Anastasiou, S. Bühler, C. Duhr,           
F. Herzog; M. Höschele, J. Hoff, A. Pak, M. Steinhauser, T. Ueda) 

}  Triple real radiation (C. Anastasiou, C. Duhr, F. Dulat, B. Mistlberger)  

}  Interplay of real and virtual corrections at N3LO (C. Duhr et al.) 

}  Major work in progress 



Towards gg → H at N3LO 
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}  Expand coefficient function around production threshold 
(C. Anastasiou, C. Duhr, F. Dulat, E. Furlan, F. Herzog, B. Mistlberger, TG)  

}  Reliable prediction: need further terms in threshold expansion 

2

hadronic centre-of-mass energy, respectively. We work in
an effective theory where the top quark has been inte-
grated out, and the Higgs boson couples directly to the
gluons via the effective operator

Leff = −
1

4v
C(µ2)H Ga

µν G
µν
a , (2)

where v ≃ 246 GeV is the vacuum expectation value of
the Higgs field and C(µ2) is the Wilson coefficient, given
as a perturbative expansion in the MS-renormalized
strong coupling constant αs ≡ αs(µ2) evaluated at the
scale µ2. Up to three loops, we have [11]
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,

with Lt = log(µ2/m2
t ) and NF the number of active light

flavours.
The partonic cross-section itself admits the perturba-

tive expansion

σ̂ij(m
2
H , ŝ) =

πC(µ2)2

v2 V 2

∞
∑

k=0
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π

)k

η(k)ij (z) , (4)

with z ≡ m2
H/ŝ and V = N2 − 1, where N denotes the

number of colours. The coefficients η(k)ij (z) are known
explicitly through NNLO in perturbative QCD [13].
If all the partons emitted in the final state are soft,

we can approximate the partonic cross-sections by their
threshold expansion,

η(k)ij (z) = δig δjg η̂
(k)(z) +O(1 − z)0 . (5)

Note that the first term in the threshold expansion,
the so-called soft-virtual term, only receives contribu-
tions from the gluon-gluon initial state. Soft-virtual

terms are linear combinations of a δ function and plus-
distributions,
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Through NNLO, we have [13, 14]
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In this expression ζn denotes the Riemann zeta function,
CA = N and CF = V/(2N). For simplicity renormaliza-
tion and factorisation scales are set equal to the Higgs
mass, µR = µF = mH .

The main result of this Letter is the next term in the
perturbative expansion, N3LO, of the cross-section for
the threshold production of a Higgs boson. All ingredi-
ents necessary to compute η̂(3)(z) have recently become
available. Each of these contributions is individually di-
vergent. Adding up all the contributions, and including
the counter-terms necessary to remove the ultraviolet and
infrared divergences, all the poles in the dimensional reg-
ulator ϵ cancel, leaving a finite remainder in the Laurent
expansion, which, for µR = µF = mH , is given by,
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Equation (10) is the main result of this Letter. While the
terms proportional to plus-distributions were previously
known [4], we complete the computation of η̂(3)(z) by the
term proportional to δ(1−z), which includes in particular
all the three-loop virtual corrections.
Before discussing some of the numerical implications of

Eq. (10), we have to make a comment about the validity
of the threshold approximation. As we will see shortly,
the plus-distribution terms show a complicated pattern of
strong cancellations at LHC energies; the formally most
singular terms cancel against sums of less singular ones.
Therefore, exploiting the formal singularity hierarchy of
the terms in the partonic cross-section does not guaran-
tee a fast-converging expansion for the hadronic cross-
section. Furthermore, the definition of threshold correc-
tions in the integral of Eq. (1) is ambiguous, because the
limit of the partonic cross-section at threshold is not af-
fected if we multiply the integrand by a function g such
that limz→1 g(z) = 1,

∫

dx1 dx2 [fi(x1) fj(x2)zg(z)] lim
z→1

[

σ̂ij(s, z)

zg(z)

]

. (11)

It is obvious that Eq. (11) has the same formal accuracy
in the threshold expansion, provided that limz→1 g(z) =
1. As we will see in the following, this ambiguity has a
substantial numerical implication, and thus presents an
obstacle for obtaining precise predictions. We note how-
ever that by including in the future further corrections in

the threshold expansion, this ambiguity will be reduced.
Bearing this warning in mind, we present some of the

numerical implications of our result for g(z) = 1. For
N = 3 and NF = 5, the coefficients of the distributions
in Eq. (10) take the numerical values
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In parentheses we indicate the correction that each
term induces to the hadronic cross-section normalized to
the leading order cross-section at a center of mass en-
ergy of 14 TeV. The ratio is evaluated with the MSTW
NNLO [15] parton densities and αs at scales µR = µF =
mH in the numerator and denominator. We also fac-
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}  Instead of a summary: Outlook 



Where do we stand? 

44 

}  Witnessed an NLO revolution 
}  Previously unthinkable NLO multi-particle calculations now feasible 

due to technological breakthroughs 
}  High-level of automation 
}  Standarization of interfaces: combine different codes (providers) 
}  Interface to experiment (codes, ntuples, histograms,..)? 

}  NLO and parton showers 
}  Matching of individual processes (MC@NLO, POWHEG) 

}  Substantial progress on NNLO calculations 
}  Several different methods available 
}  Calculations on process-by-process basis 
}  Codes typically require HPC infrastructure 



Future Directions 

45 

}  NLO+PS as new standard for event generation 
}  Fully automated public codes 
}  Consistent matching to parton shower 
}  Matching of different multiplicities at NLO 
}  Monte Carlo with NLO-accurate event samples 

}  NNLO automation 
}  Uncover analytical structures to organize calculation of real 

and virtual corrections 
}  Develop standard interfaces 
}  Interface to experiment ? 

}  Beyond NNLO 
}  N3LO precision for benchmark processes 



}  Progress on precision physics on many frontiers 
}  Be prepared for exciting times at the Terascale 
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