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Introduction

!3

110 kGy@50cm

5MGy@4cm

(M. Guthoff, KIT)

• Surface damage is important for:"
- breakdown voltage"
- stability"
- charge collection

• Where does it come from?"
- technology "
- ionizing radiation damage

• Technology:"
- Si crystal periodicity ends at the surface, this results in a high defect density"

➡ Available bonds/cm2: <I11> 12•1014,  <100> 7•1014 → Fermi level pinning"
➡ Surface passivation is required: typical by SiO2

• Ionizing radiation damage:"
- European XFEL 12 keV X-rays, 1 GGy within 3 years of operation, non-uniform"
- HL-LHC up to 5 MGy at 4 cm after 3000 fb-1

➡ Surface damage has to be „understood“ for proper detector design and simulation

Radia%on	
  Damage	
  in	
  Pixel	
  Sensors	
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Surface	
  damage	
  not	
  negligible	
  
for	
  pixel	
  region:	
  
•  Dose	
  at	
  4	
  cm:	
  5	
  MGy	
  
•  Dose	
  at	
  50	
  cm:	
  110	
  kGy	
  
à	
  Understand	
  impact 

CMS	
  pp	
  7TeV	
  Fluka:	
  
Dose	
  at	
  3000	
  \-­‐1	
  

Radia%on	
  hardness	
  to	
  Φ≈2E16	
  
cm-­‐2	
  for	
  innermost	
  pixel	
  layer	
  
•  Phase	
  2	
  will	
  yield	
  3,000	
  \-­‐1	
  

and	
  about	
  300	
  \-­‐1/year.	
  
•  Radia%on	
  damage	
  of	
  the	
  
previous	
  10	
  years	
  in	
  only	
  one	
  
year!	
  

Fluence at Lint= 3000 fb-1 

z=	
  0	
  cm	
  

Pixels	
   Strips	
  



Impact	
  of	
  Radia%on	
  damage	
  	
  

A.	
  Junkes	
  -­‐Allianz	
  Jahrestreffen	
  -­‐	
  DESY	
   3	
  

Surface	
  damage	
  (Ionising	
  Energy	
  Loss):	
  
•  Increase	
  of	
  oxide	
  charge	
  
•  Increase	
  of	
  interface	
  traps	
  
è 	
  Increase	
  of	
  leakage	
  current	
  
è 	
  Change	
  of	
  break-­‐down	
  voltage	
  
è 	
  Change	
  of	
  charge	
  collec%on	
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Radiation damage
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Bulk damage (Non Ionizing Energy Loss): !
• Point and cluster defects !
➡Increase of leakage current!
➡Change of the space charge in the 

depletion region, increase of full 
depletion voltage!

➡Charge trapping

Al

p-Bulk

p+

n+ n+
Al Al

passivation
SiO2

passivation

p-stop p-stop

Air

Surface damage (Ionizing Energy Loss):   !
• Increase of oxide charge!
• Increase of interface traps!
➡Change of breakdown voltage !
➡Increase of leakage current!
➡Change of charge collection

3.2. Defect formation

Fig. 7 shows a qualitative example of a final
constellation of di- and tri-vacancies. The total

numbers of the defects indicated in the plot should
not be compared with any NIEL scaling because
the statistical fluctuations are overwhelmingly
large. Also the depth of the projections should be
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Fig. 4. Spatial distribution of vacancies created by a 50 keV Si-ion in silicon. The inset shows the transverse projection of the same
event.
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Fig. 5. Initial distribution of vacancies produced by 10 MeV protons (left), 24 GeV=c protons (middle) and 1 MeV neutrons (right).
The plots are projections over 1 mm of depth ðzÞ and correspond to a fluence of 1014 cm#2:
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Bulk	
  damage	
  (Non-­‐Ionising	
  Energy	
  Loss):	
  
•  Cluster	
  and	
  point	
  defects	
  
è 	
  Change	
  of	
  the	
  space	
  charge	
  	
  
è 	
  Change	
  of	
  deple%on	
  voltage	
  
è 	
  Change	
  of	
  leakage	
  current	
  	
  
è 	
  Change	
  of	
  trapping	
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Today’s	
  knowledge:	
  
Surface	
  defects	
  in	
  p-­‐on-­‐n	
  sensors:	
  
•  Oxide-­‐charges	
  build-­‐up	
  from	
  photons	
  
•  Some	
  understanding	
  of	
  the	
  genera%on	
  of	
  

interface-­‐states	
  
à	
  Effec%ve	
  model	
  for	
  simula%ons	
  
Bulk	
  defects	
  meanwhile	
  also	
  in	
  n-­‐on-­‐p	
  sensors:	
  
•  Leakage	
  current	
  scales	
  with	
  fluence,	
  originates	
  

from	
  cluster	
  defects,	
  mechanism	
  not	
  fully	
  
understood	
  

•  Several	
  bulk	
  defects	
  with	
  impact	
  on	
  deple%on	
  
voltage	
  found,	
  impact	
  on	
  space	
  charge	
  not	
  fully	
  
understood	
  

•  Some	
  defects	
  suspected	
  to	
  do	
  trapping	
  	
  
à	
  Several	
  models	
  with	
  2-­‐,	
  	
  3-­‐,	
  5-­‐	
  levels	
  (“free	
  
parameters”)	
  available	
  for	
  up	
  to	
  Φ=1015	
  cm-­‐2	
  

Surface	
  and	
  Bulk	
  damage	
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9.3. Results: Nox, Nit and Jsur f vs. dose

Figure 9.6: Dose dependence of Nox after annealing at 80 ◦C for 10 minutes. Re-
sults of Nox before irradiation are plotted at a dose of 10−1 kGy in the figure.
Given the fact that the extraction of Nox is based on the assumptions made in
chapter 8, the results in the figure are maximal estimate for Nox.

<100>-350 nm SiO2 + 50 nm Si3N4 (JSR)) and as green dots (GD: CiS-<100>-330 nm
SiO2 + 50 nm Si3N4) demonstrates that the results for structures with the same tech-
nology and crystal orientation are compatible1 and reproducible. The results for YS,
measured in 2011 and published in [46], are obtained from eight different MOS ca-
pacitors each one directly irradiated to the dose shown in figure 9.6 and figure 9.7.
For GD, measured in 2012, the results are from one MOS capacitor irradiated in steps
to the doses given in the figure and annealed for 10 minutes at 80 ◦C after each step.
Thus, it can be concluded that, under the same irradiation environment and annealing
condition, the densities of defects introduced by X-ray ionizing radiation are indepen-
dent of the way the irradiation is performed but just depend on the "accumulated
dose" (TID effect).
From the dose dependence of the oxide-charge density Nox, the interface-trap den-

sity Nit and the surface-current density Jsur f , it is found that:

• Nox, Nit and Jsur f for <100> silicon before irradiation are lower than for <111>
silicon produced by the same vendor, for example CiS. This difference remains
even after irradiation to high doses. It should be noted that Nox, Nit and Jsur f for
<100> and <111> silicon produced by CiS are different before irradiation: Both

1The thickness of the SiO2 has been estimated from the capacitance of the MOS capacitor biased to
accumulation assuming a Si3N4 thickness of 50 nm.
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Dose	
  dependence	
  of	
  oxide-­‐charge	
  density	
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Defect	
  Studies	
  with	
  TSC	
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Comparison	
  n-­‐	
  vs.	
  p-­‐bulk	
   GeV	
  proton	
  vs.	
  MeV	
  proton	
  irradia%on	
  

IO
2	
  

VO
	
  

H(
40
K)

	
  

E(
30
K)

	
  

•  No	
  big	
  differences	
  between	
  n-­‐	
  &	
  p-­‐bulk	
  
sensors	
  

•  N-­‐type	
  models	
  valid	
  also	
  for	
  p-­‐type	
  

•  Big	
  difference	
  seen	
  in	
  low-­‐Temperature	
  
region	
  

•  Point-­‐like	
  defect	
  (donor-­‐like	
  defects)	
  
suppressed	
  

Normalised	
  to	
  Φ=3x1014	
  



Relevance	
  of	
  Surface	
  Damage	
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             Charge losses in n+-p strip sensor 

!15

• β-Setup + ALiBaVa for readout

• AC-coupled n+-p sensor (MCZ200P):"
- p-stop isolation"
- pitch 80 μm, implant width 19 μm, 

metal width 31 μm, thickness 200 μm

• 90Sr source with 37 and 100 MBq

(figures Chr. Henkel, BSC-Thesis)

• Dose rate ≈ 2.1 Gy/h for 100 MBq source

• Non-irradiated sensor at 600V

Figure 40: Time depen-
dent charge collection in
the MCz-P sensor us-
ing a 37 MBq 90Sr-source
(green) in comparison to
the stability scan using the
100 MBq source (blue)
with the same geometry.

Figure 41: Dose depen-
dent charge collection in
the MCz-P sensor us-
ing a 37 MBq 90Sr-source
(green) in comparison to
the stability scan using the
100 MBq source (blue)
with the same geometry.
The dose was calculated
using the dose rate esti-
mation out of section 4.2
(2.1 Gy

h ).

5.5 Measurement with reduced source activity

Since we assume the �-source and their deposited energy to be responsible for the losses of
charge, a long term measurement with a 90Sr-source of 37 MBq nominal activity was performed
on a new unirradiated spot on non-preirradiated strips of the MCz-P sensor and compared to the
scan with the 100 MBq source (see Fig.40). Both sources have the same geometry.
It is shown that the decrease of charge collection happens quite more slowly in comparison
to the measurement with the 100 MBq source, which was expected. The same measurement
scaled to the integrated irradiation dose (Fig.41) shows a good agreement of the curve shapes.
The sudden drop of the collected charge by a few hundred electrons after 16.5 days, well after
saturation was reached, can be attributed to a change in the beetle chip temperature from 21�C
to 23�C.

37

3 Description of the setup

3.1 Experimental setup

To mimic the experimental conditions of a HEP-experiment in a lab setting, the experimental
setup shown in Fig.9 was used for all measurements. The advantage is that conditions like
temperature, humidity and applied bias voltage under which a tracking device will be measured
can be regulated easily in the setup. Charge collection measurements of damaged and non-
damaged silicon sensors can be done. In this way it is possible to determine if sensors, after
they were irradiated by high energy hadrons for some time, will still work efficiently.
Fig. 9 shows a cut through the test stand, which in general consists of two main parts:

First there is the environment and measurement control including:

1. Selection of the radiation source (laser or �-source) and position

2. Humidity, by controlling an additional dry air admission

3. Applied bias voltage at the DUT (device under test)

4. Temperature on the DUT (-50�C�+90�C)

Second there is the ALiBaVa read-out system, which will be presented in chapter 3.2.

Figure 9: Schematic representation of the experimental design of the used test stand

Particles emitted by the radioactive source are collimated and sent through the DUT and a hole
in the cooling system to a scintillator. The scintillator consists of two parts and generates light
whenever charged particles deposit energy via interaction with the molecules of the scintillator.
The light will then be measured by a four channel photo multiplier (PMT) and can cause a
trigger signal initializing a measurement. To reject low energetic particles a trigger will only
be induced when both scintillators show a signal and the particles do not get stuck in the upper

8

Signal losses in seed strip already at low ionization dose!!!

20 %

• Already at ~ 200 Gy signal loss in 
seed strip ≈ 20 %"

• Loss similar to bulk damage after 
1.5•1015 neq/cm2
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•  Degrada%on	
  of	
  Landau-­‐Gaussian	
  
distribu%on	
  due	
  to	
  more	
  charge	
  sharing	
  	
  

•  S%ll	
  5%	
  reduc%on	
  in	
  seed	
  strip	
  for	
  
Φeq=2.1x1015	
  cm-­‐2	
  irradiated	
  sensor	
  

•  Depends	
  strongly	
  on	
  strip	
  parameters	
  

•  ATLAS	
  results	
  do	
  not	
  show	
  this	
  feature	
  
	
  à	
  See	
  next	
  talk	
  by	
  A.	
  Dierlamm	
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Strip	
  isola%on	
  for	
  	
  
n-­‐in-­‐p	
  sensors:	
  	
  
p-­‐stop	
  concentra%on:	
  
	
  
•  <	
  1x1016	
  cm-­‐3	
  
à Rint	
  in	
  MΩ-­‐range	
  
à Not	
  suffient	
  

•  >	
  1x1016	
  cm-­‐3	
  
à Rint	
  >	
  200	
  MΩ	
  
à Sufficient	
  strip	
  isola%on	
  

•  =	
  9x1016	
  cm-­‐3	
  
à High	
  noise	
  aber	
  irrad.	
  

Op%mal	
  p-­‐stop	
  concentra%on	
  between	
  1x1016	
  cm-­‐3	
  and	
  9x1016	
  cm-­‐3	
  	
  



Simula%on:	
  Effec%ve	
  Two-­‐Trap	
  Model	
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148 two-defect model
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Figure 11.6: CV curves of proton irradiated FZ320N diodes. The agreement between simulation and
measurement is fairly good.

of the change of the effective doping concentration. The measurement data shows, that FZ
n-bulk diodes undergo type inversion after irradiation. Therefore, the depletion voltage has to
drop first and increase again with higher fluence. The drop of depletion voltage is modeled by
donor removal and by introducing more donors than acceptors in the simulation. This makes
sure, that the device is type inverted after a fluence of Feq = 1014 neqcm

-2. For an affirmation
of the type inversion of the diode, one can have a look at the electric field, after the depletion
voltage is modeled correctly.

In a first iteration, the depletion is adapted for the FZ320N diodes. In the next step, the
obtained models are applied to the other diodes. Simulated and measured CV curves for pro-
ton irradiated FZ320N diodes are compared in figure 11.6. Although the shape of the inverse
squared capacitance versus voltage is slightly different between the simulation and measure-
ment, the slope at lower voltages could be reproduced. At F = 1015 neqcm

-2 for example,
1/C2 drops at very low voltages, rises slowly until about 300 V and then increases faster up to
the depletion voltage at about 600 V.

For the proton model, the depletion voltage of the three available fluences at 253 K has been
tuned separately. For higher fluences, more donors have to be introduced to make up for the
relatively low depletion voltage at Feq = 1015 neqcm

-2.
For the neutron model, the situation is easier, since the introduction rate of donor to acceptor

is constant and can be interpolated linearly over the measured fluence range.
Figure 11.7 shows the depletion voltage of the four simulated types of diodes.
Taking a closer look at the comparison of measured and simulated depletion voltage, the

neutron model shows a low depletion voltage at F = 1014 neqcm
-2. To reach a higher de-

pletion voltage, a separate tuning for each of the curves can be considered as well as donor
removal for the irradiation with neutrons.

Looking at figure 11.8, the neutron model describes the depletion voltages measured at
-20 �C and 1 kHz for both thicknesses very well. The depletion voltage around 1000 V for
320µm thick p-bulk diodes and sensors is not so easy to determine and has a large error.

The proton model, developed and tuned for FZ320 n-bulk diodes originally, still works for
FZ320 p-bulk diodes. At the low fluence at 1014 neqcm

-2, the simulated depletion voltage is
higher than the measured one, at 1015 neqcm

-2 the depletion voltage matches Vdepl of the
sensor, the depletion voltage of the diode is larger. For the thinner p-bulk, the proton model
describes the depletion voltage of the lower two fluences quite well, but deviates significantly
for both, sensor and diode at 1015 neqcm

-2.

11.4 transient current pulses 157
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(b) Comparison with simulation at 200 V
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(c) Comparison with simulation at 400 V
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(d) Comparison with simulation at 600 V

Figure 11.13: TCT signals and comparison with simulation at F = 1015 neq/cm
2 (p):

The simulation describes the experimental results very well. At 400 V, the second peak is slightly
overestimated, for 600 V, the measurement cannot really distinguish between the two peaks any more.

really two distinct peaks or if the overshoot and the following undershoot are caused by the
readout network. Still, the pulse height and the pulse length agree very well.

11.4.2 influence of saturation velocity

At F = 1014 neqcm
-2, the TCT signals in the simulation appear to be too fast at voltages higher

than 100 V. The same behaviour is seen for the signals at F = 3⇥ 1014 neqcm
-2. Because the

signals appear to be correct for the lower voltages, a minor variation of the saturation velocity
could lead to the correct signal lengths.

The “standard” saturation velocity used by Synopsys Sentaurus is vsat,e = 1.07⇥ 107 cm/s
for electrons and vsat,h = 8.37⇥ 106 cm/s for holes. Because the signal in the FZ320N diodes
is caused by electrons drifting through the bulk, a change of the saturation velocity of holes
does not influence the signal.

In figure 11.14, the saturation velocity of electrons has been varied to lower and higher values
to see a trend. The two plots represent low and high voltages.

For a higher saturation velocity (vsat,e = 1.3⇥ 107 cm/s), the signal shape is even closer to
the desired one. But, because of the higher drift velocity, the pulse is even shorter than before.
If the saturation velocity is decreased, the pulse length can be increased to the desired value.
But the longer pulse duration comes with the drawback of a different signal height or signal
shape, which is too flat in the region from the beginning of the pulse to its maximum value.

Decreasing the saturation velocity has also the disadvantage, that the pulse is affected even
at low voltage. At 100 V, the higher saturation velocity does not influence the TCT pulse so
much, but at a lower saturation velocity, the second peak of the pulse is shifted to later times.

Thomas Poehlsen 
thomas.poehlsen@desy.de 

Tuning of the effective 2-defect model 

Fit in TCAD by Robert Eber (KIT) using current, capacitance and red laser TCT meas. 
after 23 MeV proton irradiation, 300 µm thick, dd-FZ p-on-n pad sensors 
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IV CV  

TCT 

see R
obert E

ber‘s thesis: 
K

IT – E
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P
-2014-00012 

(ekp.kit.edu/391.php) 

Parameters tuned: 

𝑁஽ 
  𝜎௘,௛஽  
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50% initial donor removal 
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  comparison	
  of	
  measurement	
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front	
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(a) F = 1.1⇥ 1014 neqcm
-2
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(b) F = 2.9⇥ 1014 neqcm
-2
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(c) F = 1⇥ 1015 neqcm
-2

Figure 11.17: Electric fields in a FZ320P diode at different fluences simulated with the proton model:
The electric field shape is very much the same as for the n-bulk diodes, but mirrored. The high electric
fields are at the front side.
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(c) F = 1⇥ 1015 neqcm
-2

Figure 11.16: Electric fields in a FZ320N diode at different fluences simulated with the proton model:
At lower fluences (1014 neqcm

-2) the electric field is larger at the back side, but still quite linear at
higher voltages. At higher fluences, the electric field is pronounced at the front and at the back side.

Effec%ve	
  neutron	
  two-­‐trap	
  model:	
  	
  

Effec%ve	
  proton	
  two-­‐trap	
  
model:	
  	
  

Based	
  in	
  the	
  2-­‐trap	
  EVL	
  model	
  	
  
V.	
  Eremin,	
  NIM	
  A	
  535	
  (2004)	
  622-­‐63.	
  

Electric	
  Field	
  at	
  	
  Φ=1x1015	
  cm-­‐2	
  	
  proton	
  irradia%on	
  for	
  300	
  µm	
  float	
  zone	
  sensors	
  

n-­‐in-­‐p	
  sensor	
  
P-­‐type	
  

p-­‐in-­‐n	
  sensor	
  
N-­‐type	
  

3.3 Defect Models 3 RADIATION HARDNESS OF SILICON SENSORS

Table 1: E↵ective two-trap model for neutron irradiation [14].

Parameter Donor Acceptor

Energy [eV] EV +0.48 EC-0.525

Concentration [ cm�3] 1.395 cm�1⇥ F 1.55 cm�1⇥ F

�e [cm2] 1.2⇥10-14 1.2⇥10-14

�h [cm2] 1.2⇥10-14 1.2⇥10-14

Table 2: E↵ective two-trap model for proton irradiation [14].

Parameter Donor Acceptor

Energy [eV] EV +0.48 CC-0.525

Concentration [ cm�3] 5.598 cm�1 ⇥ F �3.949 · 1014 1.189 cm�1 ⇥ F + 6.454 · 1013

�e [cm2] 1.0⇥10-14 1.0⇥10-14

�h [cm2] 1.0⇥10-14 1.0⇥10-14

irradiations has also been described in section 3.1.
For a quantitative simulation of the collected charge a good understanding of the electric

field and trapping is important. An e↵ective two-trap model does not describe these e↵ects by
just matching the leakage current and the depletion voltage, it requires further tuning. Tran-
sient current technique (TCT) pulses are very sensitive to the electric field and give moreover
information about trapping times. Therefore cross sections have been tuned to match simulated
TCT-pulses to those from measurements in pad-diodes. Figure 9 presents the simulated electric
fields in 320µm float zone n- and p-bulk pad-diodes at a fluence of � =1⇥1015 cm�2 from the
CMS-HPK campaign. The charge collection e�ciency can be simulated with the e↵ective two
trap model with an accuracy of 20 %.
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is � = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm�2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,

Figure 7: Comparison of the depletion voltage extracted from CV measurements and from
simulations for 320µm and 200µm float zone (FZ) n-bulk diodes [14].
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Table 1: E↵ective two-trap model for neutron irradiation [14].

Parameter Donor Acceptor

Energy [eV] EV +0.48 EC-0.525

Concentration [ cm�3] 1.395 cm�1⇥ F 1.55 cm�1⇥ F

�e [cm2] 1.2⇥10-14 1.2⇥10-14

�h [cm2] 1.2⇥10-14 1.2⇥10-14

Table 2: E↵ective two-trap model for proton irradiation [14].

Parameter Donor Acceptor

Energy [eV] EV +0.48 EC-0.525

Concentration [ cm�3] 5.598 cm�1 ⇥ F �3.949 · 1014 1.189 cm�1 ⇥ F + 6.454 · 1013

�e [cm2] 1.0⇥10-14 1.0⇥10-14

�h [cm2] 1.0⇥10-14 1.0⇥10-14

irradiations has also been described in section 3.1.
For a quantitative simulation of the collected charge a good understanding of the electric

field and trapping is important. An e↵ective two-trap model does not describe these e↵ects by
just matching the leakage current and the depletion voltage, it requires further tuning. Tran-
sient current technique (TCT) pulses are very sensitive to the electric field and give moreover
information about trapping times. Therefore cross sections have been tuned to match simulated
TCT-pulses to those from measurements in pad-diodes. Figure 9 presents the simulated electric
fields in 320µm float zone n- and p-bulk pad-diodes at a fluence of � =1⇥1015 cm�2 from the
CMS-HPK campaign. The charge collection e�ciency can be simulated with the e↵ective two
trap model with an accuracy of 20 %.
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is � = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm�2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,

Figure 7: Comparison of the depletion voltage extracted from CV measurements and from
simulations for 320µm and 200µm float zone (FZ) n-bulk diodes [14].
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is ⌘ = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm

-2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is ⌘ = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm

-2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(a) FZ320P/Y
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is ⌘ = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm

-2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,
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(b) FZ200N

Figure 11.7: Simulated and measured depletion voltage of FZ320 and FZ200 n-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.
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(b) FZ200P/Y

Figure 11.8: Simulated and measured depletion voltage of FZ320 and FZ200 p-bulk diodes in comparison.
The simulated depletion voltage agrees quite well within the errors. For the thinner diodes, the proton
model deviates at the high fluence.

11.2.4 neutron model

The neutron data can be described quite easyly with an introduction rate of the donor and
the acceptor. This means, that the concentration of the defect is directly proportional to the
fluence without any correction. To get the correct depletion voltage for this natural introduction
rate, cross sections for electrons and holes for both, donor and acceptor, are equal at � =
1.2 ⇥ 1014 cm2. The concentration for the donor is always 90% of the concentration of the
acceptor. The introduction rate for the acceptor is ⌘ = 1.55, yet for convenience in table 11.2 the
concentration is given as a function of the fluence.

11.2.5 proton model

The proton model has been tuned for each of the three fluences to match the depletion voltage
for FZ320N as well as the current of course. Afterwards, the drift simulation is used to deter-
mine the cross sections for electrons and holes for the donor and the acceptor in the simulation.
The drift simulation is described in the next chapter.

After all three fluences are matched independently, a linear fit is applied to describe the con-
centration of the defects. Because of the relatively low depletion voltage at F = 1015 neqcm

-2,
the concentration of the donor is increasing more rapidly than the concentration of the acceptor,
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Stability of Charge Multiplication in Silicon Strip Sensors - Susanne Kuehn 507.03.14

Approach: Simulation studies

CM effect of interface oxide charge?
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part of ionising dose by charged hadrons 
[M.Printz, CMS-CR-2013-267]

Simulations show high electric field close 

to strips

4 COMPARISON OF SIMULATIONS AND MEASUREMENTS 4

Figure 2: The simulated electric field at 600 V as a function of sensor depth x for a 200 µm thick n-type sensor after
proton irradiation with di↵erent proton energies is shown. The field is calculated using parameters according to
Ref. [11] for irradiation with high-energy protons (23 GeV, 1.2 · 1015 neq/cm2) and Ref. [8] for irradiation with
low-energy protons (23 MeV, 1 · 1015 neq/cm2).

Figure 3: Simulated current signals at 600 V bias for a proton-irradiated 200 µm thick n-type sensor after 40 000
electron-hole pairs are generated instantaneously close to the p+-side. A penetration depth of 3.5 µm is used
to simulate light with 672 nm wavelength. The signals are dominated by electron drift and di↵erent electron
trapping rates are used: no trapping, trapping tuned to CCE = 0.74 (the value 0.74 is taken from Figure 1 for
�neq = 1015 neq/cm2), and trapping according to Equation 1 with �neq = 1015 neq/cm2. For the two proton
energies the respective electric field distributions from Figure 2 are used.

• Charges are generated at the front or the rear side of the sensor with a penetration depth of104

3.5 µm to simulate the charge generation by laser light of 672 nm wavelength. For simplicity105

the number of generated charges is fixed to Q0 = 40 000 electron-hole pairs.106

• The induced signal is calculated using a linear weighting potential between front and rear107

contact.108

• The trapping rates are tuned to describe the measured CCE.109

In Figure 3 the resulting time-resolved current signals are shown for three di↵erent trapping rates110

and for two di↵erent electric fields. For the case “no trapping” the integrated signals are given by111

Q = 40 000 electrons, i.e. all charges are collected (CCE = Q/Q0 = 1). For the other cases the112

CCE decreases monotonically with increasing 1/⌧ , and ⌧ can be tuned to reproduce the measured113

CCE.114

4. Comparison of simulations and measurements115

The electronic response of the setup is taken into account by folding the simulated current116

signals with the response to a delta function shown in Figure 4. The response was extracted117

studying the charge collection in non-irradiated sensors and is reported in detail in Ref. [18].118
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6 APPLICABILITY OF THE RESULTS FOR EH-PAIRS GENERATED ALONG THE SENSORDEPTH7

Figure 6: E↵ective trapping rates for electrons (left) and holes (right) according to this study (dots) compared to
studies by G. Kramberger [4] (solid line, dotted extrapolation), by M. Swartz [11] (filled squares), and by R. Eber [8]
(open squares).

Figure 7: The CCE as a function of bias voltage is shown for 200 µm thick n-type sensors after di↵erent fluences of
23 GeV proton irradiation. Laser light of 1062 nm wavelength is used to generate electron-hole pairs in the whole
sensor depth.

�neq [neq/cm2] CCE simulated A CCE measured CCE simulated B
3 · 1014 0.92± 0.03 0.93± 0.03 0.85± 0.02
1 · 1015 0.76± 0.03 0.85± 0.03 0.60± 0.03
1.5 · 1015 0.70± 0.03 0.75± 0.03 0.50± 0.03
3 · 1015 0.51± 0.03 0.60± 0.03 0.27± 0.02

Table 3: CCE simulation compared to measurements at 600 V using 1062 nm light to generate eh-pairs. In
simulation A trapping parameters from Table 2 are used, in simulation B extrapolated trapping rates (Equation 1,
�e = 5.8 · 10�16cm2/ns, �h = 8.2 · 10�16cm2/ns) according to Ref. [4] are used.

In an additional simulation eh-pairs are generated along the whole sensor depth using an156

attenuation length of 1000 µm to describe CCE measurements where eh-pairs were generated using157

light of 1062 nm wavelength. The measured CCE as a function of bias voltage is shown in Figure 7158

and a comparison of the simulated and the measured CCE at 600 V bias is presented in Table 3.159

The simulated CCE is on average 0.06 below the measured CCE if the trapping rates from160

Table 2 are used. This indicates that the e↵ective trapping rates for the measurements using161

1062 nm light are lower than for the measurements where eh-pairs are generated close to the implants162

only. This is expected if a non-uniform occupation of the defects which are relevant for trapping is163

assumed due to the reverse current. We conclude that charge losses might be overestimated if the164

rates given in Table 2 are used to predict charge collection in cases where eh-pairs are generated165

along the whole sensor depth. However, compared to the often-used extrapolation of trapping rates166

at low fluences according to Equation 1 the overestimation is significantly reduced (Table 3).167

4 COMPARISON OF SIMULATIONS AND MEASUREMENTS 5

Figure 4: The electronic response of the setup to a delta function.

Figure 5: Comparison of simulated and measured current signals I(t) at 600 V normalised to the deposited charge Q0.
A 200 µm thick n-type sensor is shown after high-energy proton irradiation (23 GeV) to a fluence of 1015 neq/cm2

(left) and 1.5 · 1015 neq/cm2 (right). At 1015 neq/cm2 no sensors are available after low-energy proton irradiation.

Adjust	
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  expecta%on	
  4 COMPARISON OF MEASUREMENTS WITH SIMULATION 5

Figure 3: Simulated current signals at 600 V bias for a proton-irradiated 200 µm thick n-type sensor after 40 000
electron-hole pairs are generated instantaneously close to the p+-side. A penetration depth of 3.5 µm was used to
simulate light with 672 nm wavelength. The signals were dominated by electron drift. Di↵erent electron trapping
rates were used: (a) no trapping, (b) trapping tuned to CCE = 0.74 (the value 0.74 was taken from Figure 1 for
�neq = 1015 neq/cm2), and (c) trapping according to Equation 1 with �neq = 1015 neq/cm2. For the two proton
energies the respective electric field distributions from Figure 2 were used. Left: simulation for 23 GeV protons.
Right: simulation for 23 MeV protons.

Figure 4: The response of the setup to a delta function.

• The trapping rates were tuned iteratively to match the predicted CCE to the measured CCE.121

In Figure 3 the resulting time-resolved current signals are shown for three di↵erent trapping122

rates and for two di↵erent electric fields. For the “no trapping” case, the integrated signals are123

Q = 40 000 electrons, i.e. all charges are collected (CCE = 1). For the other cases the CCE124

decreases monotonically with increasing 1/⌧ . ⌧ can be tuned to reproduce the measured CCE.125

4. Comparison of measurements with simulation126

The electronic response of the setup is taken into account by convolving the simulated current127

signals with the response to a delta function, which is shown in Figure 4. The response was extracted128

by studying the charge collection in non-irradiated sensors and has been reported elsewhere [18].129

The simulated current signals, after the electronic response of the setup is taken into account,130

are shown and compared to measured signals in Figure 5. The measurements were performed after131

proton irradiation of 1015 neq/cm2 (23 GeV protons) and 1.5 · 1015 neq/cm2 (23 GeV protons132

and 23 MeV protons). A fluence of 1.5 · 1015 neq/cm2 is expected after 3000 fb�1 at R = 20 cm133

distance from the inter-action point. Most of the HL-LHC fluence is from pions created in pp134

collisions, with damage properties similar to that of protons. In the simulation the trapping rates135

are adjusted so that the simulated CCE agrees with the measured CCE. As seen in Figure 2 the136
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•  Bulk	
  defect	
  genera%on	
  very	
  similar	
  for	
  p-­‐type	
  and	
  n-­‐type	
  
à 	
  Physics	
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  to	
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à 	
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•  Impact	
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  on	
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  simula%on	
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Annealing	
  Behavior	
  for	
  magne%c	
  Czochralski	
  
23	
  GeV	
  proton	
  +	
  neutron	
  irradiated	
  pad-­‐diodes	
  

Operational material characteristics

irradiation shows a p-bulk behavior for the FZ200 and MCz200P materials. The MCz200N,
which did not undergo a space charge sign inversion after the single 23 GeV proton irradiation,
shows a fluence dependent annealing behavior. After an irradiation with 3·1014 cm−2 protons
and 4·1014 cm−2 neutrons, where the neutron irradiation dominates, the MCz200N material
shows a clear p-bulk annealing behavior. At higher fluences with higher proton to neutron
ratios, the picture is not as clear.
The long term annealing of the FZ200 material shows the expected increase of the full depletion
voltage.
The long term annealing of the MCz200 materials show a stable full depletion voltage at higher
fluences instead of the expected increase. This indicates a balancing of acceptors and donors
created in different amount in the proton and neutron irradiation. In addition the difference of
the full depletion voltage between the MCz200 n-bulk and p-bulk material is very small after
the short term annealing. A summary of the SCSI is given in table 6.6.
The small changes in the full depletion voltage after long annealing times for MCz200 materials
are beneficial for the operation of the tracking detector, since the needed operating voltage of
the sensors is not increasing during long maintenance periods.
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(a) 3 pG + 4 n irradiation. Same figure as 6.11c for
comparison.
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Figure 6.20: Annealing of the full depletion voltage after pG + n irradiation. The model param-
eters of the performed fits are given in section 3 of the appendix.
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