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 What LHC have done so far 

• finding SM Higgs boson at 125GeV  

• not finding SUSY  ~TeV range  tension with naturalness  

• not finding any top partner <TeV range  

• Finding “mostly harmless”  peaks and excesses



Ok, Let’s go out and 
enjoy the city



Well, be serious a)b)c) d) 

a)We are in Germany.  
b) I am supposed to be a Japanese 

c) The physics is interesting.  
d) X is demanding



Two things are wrong in SM 

• Wrong Vacuum of SM → SUSY V>0 
SM may sit in false vacuum for 
sufficiently long time, and there are 
lots of uncertainty on recent  thermal 
history discussions.    

• No DM → SUSY R parity 
conservation and LSP dark matters  

• gauge coupling unification.  

• but there are more another way to fix 
the SM problem. 

Supersymmetry provide some solution on 
two major problems of SM , but create 

another  problem  that we have not seen 
tit  yet

gauge coupoing Unification



SUSY Limits:gluino 



stop searches 

4 August 2016 K. Rosbach: third genera�on squarks with ATLAS@13 TeV 7

Direct stop (All-hadronic Final State)

 Further discriminating variables: E
T

miss and m
T

b

 Main backgrounds: Z+jets, t (+W/Z), normalised on data.tt

 Extended run 1 limits: m( )>820 GeV for m( )<220 GeVtt χχ⁰

ATLAS-CONF-2016-077
ATLAS-CONF-2016-077

1.  Small production cross section, huge background from top  
2.  There is no hole in  mstop ~ mt + mLSP region now  
3.  hadronic channel does better than leptonic 
4.  mono jet search(next slide)  
 



excluded region depends on 
branching ratio you assume 

4

gsino 150 GeV to forbid t+ H̃0
1,2 decay to make the dis-

cussion simpler. We have checked that opening t+ H̃0
1,2

mode also gives similar final results.

FIG. 4: Stop decay in the Higgsino + Bino LSP model.

In Fig 5, we show our simulation results recasting the
ATLAS 1L, CMS hadronic, and CMS boosted searches on
the (mt̃,m�0

1
) plane assuming m�+

1
= mt̃ � 150 GeV.

Large parameter region in the Higgsino + Bino LSP
model satisfying mt̃ ⇠ 800 GeV with m�0

1
. 350 GeV

or 650 GeV. mt̃ . 800 GeV with m�0
1
⇠ 350 GeV is

found consistent within 2� to all constraints although
1� favored region is still excluded by both ATLAS 1L and
CMS hadronic.
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FIG. 5: 2� favored region and the excluded region in Hig-
gsino+Bino LSP model. We fix m

˜t � m�̃± = 150 GeV and
tan� = 10. Left side of the LUX line has been excluded by
the dark matter direct detection experiments.

ATLAS 1L also provides the /E
miss
T andmT distributions

in DM low. We have selected three benchmark points,
which are indicated with crosses in Fig 5, and show the
expected distributions. The background distributions we
just take from the ATLAS plots. The benchmark points

FIG. 6: /E
miss
T and mT distribution for the three benchmark

points in the consistent region of the Higgsino + Bino LSP
model. The numbers in legend are the stop and the LSP
masses. The right most bin contains overflow events.

with stop-bino mass 650-350 GeV, 750-300 GeV, 800-
200 GeV predict the signal events in DM low to be 9.4
(1.6�), 9.8 (1.5�) and 8.3 (1.8�), respectively. The num-
bers in the parentheses indicate the statistical deviations
assuming the corresponding signal injection, to be com-
pared with 3.3 � of no signal assumption. Although all
the benchmark points are consistent within 2� based on
the total number of events in DM low the predicted dis-
tributions are di↵erent. We find compressed spectrum
is slightly preferred as the overflow bin doesn’t contain
much events. In the future these distributions would be
important to distinguish between models.

Although we only consider the Higgsino-Bino case (we
denote the case with Higgsino NLSP and Bino LSP as
Higgsino-Bino, etc. in the following), we would like give
some comments on other possibilities. Since the cou-
pling between stop (t̃R) and Wino is suppressed by the
neutralino mixing, the Wino-Bino (Wino-Higgsino) cases
are essentially reduced to the Bino (Higgsino) LSP case.
With the large L-R mixing in stop sector we can tune the
relative branching ratios by the stop mixing angle and the
collider signature of the Wino-Bino case could be similar
to the Higgsino-Bino model. Three remaining possibil-
ities are Bino-Higgsino, Bino-Wino, and Higgsino-Wino
cases. For the Bino-Higgsino case, the stop dominantly
decays into a higgsino, as stop couples higgsinos thor-
ough the top yukawa coupling, which is much stronger
than bino through the gauge coupling, and due to the

Need to  
1. Reduce branch into stop to t chi  
2. Keep lepton branch  
 stop(right handed)  →higgsino→ bino W .                                                                   *   * 
*dark matter search constraints from  Higgsino Bino  mixing 
*Dark matter density can be adjusted by bin-slepton co-annihiliation3

FIG. 1: Stop decay in the simplified model.

on the (mt̃,m�0
1
) plane from ATLAS 1L, CMS hadronic,

and CMS boosted searches. The strongest limit is from
CMS boosted search because the tops in the final state
tend to be boosted. We find all the 1� favored region
are excluded out by CMS boosted and almost all the 2�-
region is excluded.

B. Higgsino LSP

To ease the tension from CMS boosted stop search, we
may consider a model where the stop has other decay
channels than the direct decay into top and LSP. As
an example, we consider another simplified model where
LSP is higgsino. For the higgsino LSP case, the hig-
gsinos (�0

1,2) and charged higgsino (�±

1 ) is naturally de-
generate. As the typical mass di↵erence is ⇠ GeV, we
cannot observe the decay products from those particles
essentially and all particles behaves like LSP in terms of
the collider signature at the LHC. The branching ratios
are BR(t̃R ! t�0

1,2) ⇠ BR(t̃R ! b�+
1 ) ⇠ 50% when the

phase space suppression due to the top mass is negligible.
Thus, the contribution of the two boosted tops is reduced
by a factor 1/4. Since CMS boosted stop search relays on
two boosted tops in the final states, the constraint be-
comes much weaker. On the other hand, the 1` signal
can originate from events with one stop decay into a top
and the other into a bottom, thus, there are no strong
reduction factor. In Fig 3 we show the signal preferred
region and several exclusion contours. The CMS boosted

stop search becomes significantly weaker, and there ap-
pears a large region not excluded by either ATLAS 1L and
CMS boosted but in the 2� favored region. However, the
CMS hadronic constraints are still strong enough to ex-
clude the whole 2� signal favored region. It is because
reducing BR(t̃R ! t�0

1,2) also reduce the number of 1
lepton signals, while the conventional 0 lepton signals
are not reduced and it results in a similar sensitivity to
the Bino LSP case.
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FIG. 2: 2� favored region and the excluded region from the
Bino LSP model.

FIG. 3: 2� favored region and the excluded region from the
Higgsino LSP model.

C. Higgsino + Bino LSP

Although by reducing BR(t̃R ! t�0
1) the tension

between CMS boosted and ATLAS 1L searches could be
eased, it also reduces the signal events and makes the con-
ventional hadronic stop search relatively more e↵ective.
To avoid this situation, keeping more signal events while
reducing top branching ratio is necessary, therefore, it is
preferable to find a way to make the BR(t̃R ! b�+) also
contribute to enhance the lepton signals. We consider
here a model where NLSP is higgsino and LSP is bino.
Since the chargino will decay into W plus neutralino, one
lepton could come from the W decay through a two step
decay. We set the mass di↵erence between stop and hig-

Han, Takeuchi, Yanagida, and MN



monojet search for stop  

the observed and expected 95% CL exclusion limits as a function of the sbottom mass and the sbottom–
neutralino mass di↵erence for the b̃1 ! b + �̃0

1 decay channel. In the scenario with mb̃1
� m�̃0

1
⇠ mb, this

analysis extends the 95% CL exclusion limits up to a sbottom mass of 323 GeV. Similarly, Fig. 6 (right)
presents the observed and expected 95% CL exclusion limits as a function of the squark mass and the
squark–neutralino mass di↵erence for q̃! q+ �̃0

1 (q = u, d, c, s). In the compressed scenario with similar
squark and neutralino masses, squark masses below 608 GeV are excluded at 95% CL. These results
significantly extend previous exclusion limits [10, 93, 94].
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Figure 5: Excluded region at the 95% CL in the (t̃1, �̃0
1) mass plane for the decay channel t̃1 ! c+ �̃0

1 (BR = 100%).
The dotted lines around the observed limit indicate the range of observed limits corresponding to ±1� variations of
the NLO SUSY cross-section predictions. The shaded area around the expected limit indicates the expected ±1�
ranges of limits in the absence of a signal. The results from this analysis are compared to previous results from the
ATLAS Collaboration at

p
s = 8 TeV [10].

8.3 Weakly interacting massive particles

The results are translated into exclusion limits on the WIMP pair-production, assuming the exchange
of an axial-vector mediator in the s-channel. For on-shell WIMP pair-production, where mA > 2m�,
typical A⇥ ✏ values for the signal models with a 1 TeV mediator range from 25% to 2% for IM1 and IM7
selections, respectively.

The e↵ect of experimental uncertainties related to jet and Emiss
T scales and resolutions is found to be sim-

ilar to the e↵ect in the ADD model. The uncertainty related to the modeling of the initial- and final-state
radiation translates into ±20% uncertainty in the acceptance and is neglected for the cross section. The
choice of di↵erent PDF sets results in up to ±20% uncertainty in the acceptance and ±10% uncertainty
in the cross section. Varying the renormalization and factorization scales introduces ±5% variations of
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 Higgs mass vs stop mass 

Figure 5: Maximal Higgs mass in the constrained MSSM scenarios mSUGRA, mAMSB and mGMSB,
an a function of the scale MS when the top quark mass is varied in the range mt = 170–176 GeV.

have been adopted). The outcome is shown in Fig. 6 where the maximal h mass value obtained
by scanning the basic input parameters of the model over the appropriate ranges. In the left–
hand side, Mmax

h is displayed as a function of tan� and in the right–hand side as a function
of MS. As the lower bound Mmax

h � 123 GeV is the same as in our previous analysis, the
mASMB, mGMSB and some variants of the mSUGRA model such as the constrained NMSSM
(cNMSSM), the no-scale model and the very constrained MSSM (VCMSSM) scenarios are still
disfavoured. However, for mSUGRA and the non–universal Higgs mass model (NUHM), all
values of tan � >⇠ 3 and 1 TeV <⇠ MS <⇠ 3 TeV lead to an appropriate value of Mh when
including the uncertainty band.

Figure 6: The maximal hmass value Mmax

h as functions of tan� (left) andMS (right) in the mASMB,
mGMSB as well as in mSUGRA and some of its variants. The basic parameters of the models are
varied within the ranges given in Ref. [4]; the top quark mass is fixed to mt = 173 GeV.
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3.5.4 Impact of the LHC data

Now, it is interesting to perform a first assessment of the compatibility of the LHC and Tevatron
data with the MSSM and analyse the region of parameter favoured by the observed boson mass
and rate pattern (see also [5, 62]). Despite the preliminary character of the results reported
by the LHC collaborations and the limited statistical accuracy of these first results, the study
is a template for future analyses. In this analysis, we computing the �2 probability on the
observable of Table 1 for each accepted pMSSM points. For the bb̄ and ⌧+⌧� channels, in which
no evidence has been obtained at the LHC, we add the channel contribution to the total �2 only
when their respective µ value exceeded 1.5 and the pMSSM point becomes increasingly less
consistent to the limits reported by CMS. In order to investigate the sensitivity to the inputs,
we also compare the results by including or not the bb̄, for which a tension exists between
the CMS limit and Tevatron results, and the ⌧+⌧� rate. Figure 12 shows the region of the
[Xt,m˜t1 ], [Xb,m˜b1

] and [MA, tan �] parameter space where pMSSM points are compatible with
the input h boson mass and observed yields. In particular, we observe an almost complete
suppression for low values of the sbottom mixing parameter Xb.

Figure 12: Distributions of the pMSSM points in the [Xt,m˜t1
] (left), [Xb,m˜b1

] (centre) and [MA,
tan�] (right) parameter space. The black dots show the selected pMSSM points, those in light (dark)
grey the same points compatible at 68% (90%) C.L. with the the Higgs constraints of Table 1.

The distributions for some individual parameters which manifest a sensitivity are pre-
sented in Figure 13, where each pMSSM point enters with a weight equal to its �2 probability.
Points having a probability below 0.15 are not included. The probability weighted distri-
butions obtained from this analysis are compared to the normalised frequency distribution
for the same observables obtained for accepted points within the allowed mass region 122.5
< MH <127.5 GeV. We observe that some variables are significantly a↵ected by the constraints
applied. Not surprisingly, the observable which exhibits the largest e↵ect is the product µ tan �,
for which the data favours large positive values, where the �� branching fraction increases and
the bb̄ decreases as discussed above. On the contrary, it appears di�cult to reconcile an en-
hancement of both µ�� and µb¯b, as would be suggested by the central large value of µb¯b =
1.97±0.72 recently reported by the Tevatron experiments [3]. Such an enhancement is not
observed by the CMS collaboration and the issue is awaiting the first significant evidence of a
boson signal in the bb̄ final state at the LHC and the subsequent rate determination. The tan �
distribution is also shifted towards larger value as an e↵ect of the Higgs mass and rate values.
We also observe a significant suppression of pMSSM points with the pseudo-scalar A boson
mass below ⇠450 GeV. This is due to the combined e↵ect of the A ! ⌧+⌧� direct searches
and Bs ! µ+µ� rate, which constrain the [MA � tan �] plane to low tan � value for light A
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with the SUSY–breaking scale or common squark mass MS; the trilinear coupling in the stop
sector At plays also an important role. The leading part of these corrections reads [12]

✏ =
3 m̄4

t

2⇡2v2 sin2 �


log

M2

S

m̄2

t

+
X2

t

2M2

S

✓
1� X2

t

6M2

S

◆�
. (1)

We have defined the SUSY–breaking scale MS to be the geometric average of the two stop
masses (that we take <⇠ 3 TeV not to introduce excessive fine-tuning)

MS =
p
m

˜t1m˜t2 (2)

and introduced the mixing parameter Xt in the stop sector (that we assume <⇠ 3MS),

Xt = At � µ cot �. (3)

The radiative corrections have a much larger impact and maximise the h boson mass in the
so–called “maximal mixing” scenario, where the trilinear stop coupling in the DR scheme is

maximal mixing scenario : Xt =
p
6MS. (4)

In turn, the radiative corrections are much smaller for small values of Xt, i.e. in the

no mixing scenario : Xt = 0. (5)

An intermediate scenario is when Xt is of the same order as MS which is sometimes called the

typical mixing scenario : Xt = MS. (6)

These mixing scenarios have been very often used as benchmarks for the analysis of MSSM
Higgs phenomenology [13]. The maximal mixing scenario has been particularly privileged since
it gives a reasonable estimate of the upper bound on the h boson mass, Mmax

h . We will discuss
these scenarios but, compared to the work of Ref. [13], we choose here to vary the scale MS.
Together with the requirements on Xt in eqs. (4–6), we adopt the following values for the
parameters entering the pMSSM Higgs sector,

At = Ab , M
2

' 2M
1

= |µ| = 1

5
MS , M

3

= 0.8MS , (7)

and vary the basic inputs tan � and MA. For the values tan � = 60 and MA = MS = 3 TeV
and a top quark pole of mass of mt = 173 GeV, we would obtain a maximal Higgs mass value
Mmax

h ⇡ 135 GeV for maximal mixing once the full set of known radiative corrections up to
two loops is implemented [14]. In the no–mixing and typical mixing scenarios, one obtains
much smaller values, Mmax

h ⇡ 120 GeV and Mmax

h ⇡ 125 GeV, respectively. Scanning over the
soft SUSY–breaking parameters, one may increase these Mmax

h values by up to a few GeV.
It is important to note that the dominant two–loop corrections have been calculated in

the DR scheme [15] and implemented in the codes Suspect [16] and SOFTSUSY [17] that we
will use here for the MSSM spectrum, but also in the on–shell scheme [18] as implemented in
FeynHiggs [19]. In general, the results for Mh in the two scheme di↵er by at most 2 GeV,
which we take as a measure of the missing higher order e↵ects. Quite recently, the dominant
three–loop contribution to Mh has been calculated and found to be below 1 GeV [20]. Thus,
the mass of the lightest h boson can be predicted with an accuracy of �Mh ⇠ 3 GeV and this
is the theoretical uncertainty on Mh that we assume.
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Looks like dead now, but  only when sleptons are light 
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pull to lower scale. g-2 anomaly  
bino-Higgsino case

Figure 1: The parameter region of our interest for the BHR scenario (left panel) and BHL
scenario (right panel), together with experimental constraints and future prospects. We use
tan � = 40 and M

2

= 3TeV. The blue contours show the slepton mass mè
R
or mè

L
that gives

⌦
LSP

= ⌦
DM

. With the slepton mass, the muon g � 2 discrepancy is explained within 1�
(2�) uncertainty in the red (yellow) regions. The regions below the solid (dashed) lines are
excluded (will be probed) by the LUX (XENON1T) experiment with 90% confidence level.
The regions below the green dashed lines will be probed by the HL-LHC with

p
s = 14TeV

and
R L = 3000 fb�1, assuming 30% systematic uncertainty from SM background; the green

hatched regions correspond to di↵erent systematic uncertainties between 20% and 50%.
The red solid line corresponds to mè = 248GeV, which will be probed at the ILC withp
s = 500GeV.

3.2 DM spin-independent scattering

Since we assume hierarchical spectra in which the squarks and gluino are too heavy to a↵ect
the cross section on nucleus, the spin-independent cross section is dominated by the tree-
level neutralino-quark interaction via the SM Higgs exchange. The quark-Higgs interaction is
with Yukawa coupling, while neutralino-Higgs interaction is determined by the bino-higgsino
mixing. The interaction Lagrangian between the neutralino DM and the Higgs and between
quarks and Higgs are respectively given by

Lh eN1 eN1
=

1

2
�hh eN

1

eN
1

, Lhqq =
g
2

mq

2mW
hq̄q, (11)

where the neutralino-Higgs coupling �h is approximated as7

�h ' g
1

 
µ sin 2� +M

1

µ2 �M2

1

mZsW +O
✓
mZsW

µ

◆
2

!
. (12)

7In the numerical calculation, we use the exact formula at tree-level.
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K decay ε’/ε anomaly 
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CORRELATIONS OF ✏0K/✏K WITH K ! ⇡⌫⌫ IN MODELS OF NEW PHYSICS

T. KITAHARA
Institute for Theoretical Particle Physics (TTP), Karlsruhe Institute of Technology,

Wolfgang-Gaede-Straße 1, 76128 Karlsruhe, Germany
Institute for Nuclear Physics (IKP), Karlsruhe Institute of Technology,

Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen, Germany

Recent calculations have pointed to a 2.8� tension between data on ✏0K/✏K and the standard-
model (SM) prediction. Several new physics (NP) models can explain this discrepancy, and
such NP models are likely to predict deviations of B(K ! ⇡⌫⌫) from the SM predictions,
which can be probed precisely in the near future by NA62 and KOTO experiments. We
present correlations between ✏0K/✏K and B(K ! ⇡⌫⌫) in two types of NP scenarios: a box
dominated scenario and a Z-penguin dominated one. It is shown that di↵erent correlations are
predicted and the future precision measurements of K ! ⇡⌫⌫ can distinguish both scenarios.

1 Introduction

CP violating flavor-changing neutral current decays of K mesons are extremely sensitive to new
physics (NP) and can probe virtual e↵ects of particles with masses far above the reach of the
Large Hadron Collider. Prime examples of such observables are ✏0K measuring direct CP vio-
lation in K ! ⇡⇡ decays and B(KL ! ⇡0⌫⌫). Until recently, large theoretical uncertainties
precluded reliable predictions for ✏0K . Although standard-model (SM) predictions of ✏0K using
chiral perturbation theory are consistent with the experimental value, their theoretical uncer-
tainties are large. In contrast, calculation by the dual QCD approach 1 finds the SM value much
below the experimental one. A major breakthrough has been the recent lattice-QCD calculation
of the hadronic matrix elements by RBC-UKQCD collaboration 2, which gives support to the
latter result. The SM value at the next-to-leading order divided by the indirect CP violating
measure ✏K is 3

Re (✏0K/✏K)SM = (1.06± 4.66Lattice ± 1.91NNLO ± 0.59IV ± 0.23mt)⇥ 10�4, (1)

which is consistent with (✏0K/✏K)SM = (1.9±4.5)⇥10�4 given by Buras et al 4.a Both results are
based on the lattice numbers, and further use CP-conserving K ! ⇡⇡ data to constrain some
of the hadronic matrix elements involved. Compared to the world average of the experimental
results 6,

Re (✏0K/✏K)exp = (16.6± 2.3)⇥ 10�4, (2)

the SM prediction lies below the experimental value by 2.8�.
Several NP models including supersymmetry (SUSY) can explain this discrepancy. It is

known that such NP models are likely to predict deviations of the kaon rare decay branching
ratios from the SM predictions, especially B(K ! ⇡⌫⌫) which can be probed precisely in the
near future by NA62 and KOTO experiments. In this contribution, we present correlations
between ✏0K/✏K and B(K ! ⇡⌫⌫) in two types of NP scenarios: a box dominated scenario and
a Z-penguin dominated one.

Presented at the 52th Rencontres de Moriond electroweak interactions and unified theories, La Thuile, Italy,
18-25 March, 2017.

aOther estimations of the SM value are listed in Kitahara et al 5.
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precluded reliable predictions for ✏0K . Although standard-model (SM) predictions of ✏0K using
chiral perturbation theory are consistent with the experimental value, their theoretical uncer-
tainties are large. In contrast, calculation by the dual QCD approach 1 finds the SM value much
below the experimental one. A major breakthrough has been the recent lattice-QCD calculation
of the hadronic matrix elements by RBC-UKQCD collaboration 2, which gives support to the
latter result. The SM value at the next-to-leading order divided by the indirect CP violating
measure ✏K is 3

Re (✏0K/✏K)SM = (1.06± 4.66Lattice ± 1.91NNLO ± 0.59IV ± 0.23mt)⇥ 10�4, (1)

which is consistent with (✏0K/✏K)SM = (1.9±4.5)⇥10�4 given by Buras et al 4.a Both results are
based on the lattice numbers, and further use CP-conserving K ! ⇡⇡ data to constrain some
of the hadronic matrix elements involved. Compared to the world average of the experimental
results 6,

Re (✏0K/✏K)exp = (16.6± 2.3)⇥ 10�4, (2)

the SM prediction lies below the experimental value by 2.8�.
Several NP models including supersymmetry (SUSY) can explain this discrepancy. It is

known that such NP models are likely to predict deviations of the kaon rare decay branching
ratios from the SM predictions, especially B(K ! ⇡⌫⌫) which can be probed precisely in the
near future by NA62 and KOTO experiments. In this contribution, we present correlations
between ✏0K/✏K and B(K ! ⇡⌫⌫) in two types of NP scenarios: a box dominated scenario and
a Z-penguin dominated one.

Presented at the 52th Rencontres de Moriond electroweak interactions and unified theories, La Thuile, Italy,
18-25 March, 2017.

aOther estimations of the SM value are listed in Kitahara et al 5.
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FIG. 1. Feynman diagrams of the dominant MSSM contributions to ✏0K , K ! ⇡⌫⌫, and ✏K in our scenario. eQ denotes a
left-handed squark which is a down-strange mixture in our setup. eU ( eD) represents the right-handed up (down) squark. eg,
e�0, and e�± stand for gluino, neutralino, and chargino, respectively, and eL denotes a charged slepton. First row: The first two
box diagrams feed ✏0K through A2 in Eq. (6) if mU 6= mD. The last diagram gives the ballpark of the MSSM contribution to
B(K ! ⇡⌫⌫). Second row: MSSM contributions to ✏K .

III. PHENOMENOLOGICAL ANALYSIS

Although the correlations between ✏0K/✏K and K !
⇡⌫⌫ in the MSSM have already been discussed in de-
tail in Refs. [19, 31, 36, 37], our study has several nov-
elties. First of all, Refs. [31, 36] were written before the
appearance of the ✏0K anomaly, while we take into ac-
count the implication of the current deviation from the
SM prediction. With the progress on the SM prediction,
✏0K implies a much sharper constraint on the MSSM pa-
rameters, resulting in tighter bounds on the deviations
of B(K ! ⇡⌫⌫) from the SM prediction. In addition,
in our analysis we employ m

¯U 6= m
¯D to generate large

gluino box (Trojan penguin) [32] contributions to ✏0K ,
while Refs. [19, 37] enhance ✏0K through Z penguins. Fur-
thermore, we consider the latest LHC limits on the su-
persymmetric (SUSY) masses [38–41].

Defining the bilinear terms for the squarks as M2

X,ij =

m2

X(�ij + �X,ij) for X = Q, Ū , D̄, the numerically rel-
evant parameters entering ✏0K , ✏K and K ! ⇡⌫⌫ in our
analysis are

mQ, |�Q,12|, ✓, M
3

, M
2

, M
1

, m
¯U/m

¯D, mL. (7)

Here mQ is the universal mass parameter for the bilinear
terms of the left-handed squarks which we define in the
down-quark basis (i.e. the up-squark mass matrix is ob-
tained via a CKM rotation from M2

Q). ✓ ⌘ arg(�Q,12),
M

3

is the gluino mass, M
2

(M
1

) the wino (bino) mass,
and mL is the (universal) mass for the left-handed slep-
tons, respectively. The trilinear A-terms as well as the

o↵-diagonal elements of the bilinear terms �X,ij are set
to 0 except for �Q,12 which generates the required flavor
and CP violation in our setup. The values of the other
(SUSY) parameters barely a↵ect our results.#2

The SUSY contribution to ✏K (✏SUSY

K ) and �MK , orig-
inates from one-loop boxes with all possible combina-
tions of gluinos, winos, and binos. For K+ ! ⇡+⌫⌫ and
KL ! ⇡0⌫⌫ we take into account all MSSM one-loop con-
tributions [31]. However, numerically the chargino boxes
turn out to be by far dominant in our setup. In ✏0K/✏K ,
we include all SUSY QCD (SQCD) contributions as well
as Z-penguin contributions originating from chargino di-
agrams to the I = 0, 2 amplitudes with hadronic matrix
elements evaluated at 1.3 GeV [6, 18]. In the calculation
of all contributions we perform an exact diagonalization
of the squark mass matrices.

In the SM contributions we fix the relevant CKM el-
ements to their best-fit values [23], in particular we set
V ⇤

tdVts = (�3.22 + 1.41i) · 10�4. In this way we assume
that the MSSM contributions to the standard unitarity-
triangle analysis are small, so that the change in V ⇤

tdVts is
unimportant compared to the explicit MSSM contribu-
tions to ✏0K and B(K ! ⇡⌫⌫). This is justified in typical
MSSM scenarios with generic flavor violation.

First, we show a typical prediction for B(KL !

#2
We use the fixed values tan � = 10, µ = MA = mQ, Aij = 0.

We also fix BG = 1, which parameterizes the matrix element of

the chromomagnetic penguin operator Q8g .

SM

measured
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FIG. 2. Contours of B(KL ! ⇡0⌫⌫)/BSM(KL ! ⇡0⌫⌫). The ✏0K/✏K discrepancy is resolved at the 1� (2�) level within the
dark (light) green region. The red shaded region is excluded by ✏K at 95% C.L. using the inclusive value |Vcb| , while the region
between the blue-dashed lines can explain the ✏K discrepancy which is present if the exclusive determination of Vcb is used [42].
The blue shaded region is excluded by the current LHC results from CMS and ATLAS [39–41]. M3/MS = 1.5, mL = 300 GeV
and GUT relations among gaugino masses are used. In the left plot, �Q,12 = 0.1 exp(�i⇡/4) for mŪ > mD̄ = mQ = MS

(upper branch) and �Q,12 = 0.1 exp(i3⇡/4) for mŪ < mD̄ = mQ = MS (lower branch). In the right plot, |�Q,12| = 0.1 is used,
mD̄ = 2mŪ = 2mQ = 2MS (for 0 < ✓ < ⇡) and mŪ = 2mD̄ = 2mQ = 2MS (for ⇡ < ✓ < 2⇡).

⇡0⌫⌫)/BSM(KL ! ⇡0⌫⌫) as a function of the squark
masses in the left panel of Fig. 2. Here we assume uni-
versal diagonal elements for the left-handed and right-
handed down squark mass matrices MS = mQ = m

¯D
and use mL = 300 GeV. We also choose �Q,12 =
0.1 exp(�i⇡/4) (0.1 exp(i3⇡/4)) for m

¯U > MS (m
¯U <

MS) regions to obtain a positive contribution to ✏0K . We
impose M

3

/MS = 1.5 in order to obtain an e�cient
suppression of ✏SUSY

K [18, 33]. In addition, the GUT
relation for M

2

and M
1

are imposed. The ✏0K/✏K dis-
crepancy between Eq. (1) and the second prediction in
Eq. (2) is resolved at 1� (2 �) within the dark (light)
green region. The red shaded region is excluded by
✏K at 95 % C.L. if the inclusive value of |Vcb| is used,
while the region between the blue-dashed lines can ex-
plain the ✏K discrepancy present if the exclusive deter-
mination of Vcb is used [42].#3 Note that ✓ = ±⇡/4
maximizes the e↵ect in ✏SUSY

K , while the SUSY contri-
butions to ✏0K/✏K is maximized at ✓ = ±⇡/2 resulting
instead in a vanishing e↵ect in ✏SUSY

K . The blue shaded
region is excluded by the current LHC results [39–41].
Here, in order to be conservative, we use the most strin-
gent one, i.e. we maximize the bound which is a func-

#3
The di↵erence compared to Fig. 4 of Ref. [18] comes from

�Q,13,23.

tion of the neutralino mass. In this setup we find that
B(KL ! ⇡0⌫⌫)/BSM(KL ! ⇡0⌫⌫) ' 1.05–1.1 is pre-
dicted in light of the ✏0K/✏K discrepancy (and the poten-
tial ✏K discrepancy) if m

¯U > m
¯D.

In the right panel of Fig. 2, the dependence on the CP-
violating phase (✓) is shown. Here, we chose |�Q,12| =
0.1, and m

¯D = 2m
¯U = 2mQ = 2MS (m

¯U = 2m
¯D =

2mQ = 2MS ) for 0 < ✓ < ⇡ (⇡ < ✓ < 2⇡). It can
be seen that if ✓ is close ±⇡/2, the constraint from ✏K is
weakened while ✏0K as well as B(KL ! ⇡0⌫⌫) is enhanced.

Next, let us investigate upper and lower limits on
B(KL ! ⇡0⌫⌫) and B(K+ ! ⇡+⌫⌫). In the following
analysis, we fix the slepton mass close to the experimen-
tal limit (mL = 300 GeV) [38] and use GUT relations
among all three gaugino masses. Therefore, when one
fixes the lightest squark mass, the relevant free parame-
ters are only

|�Q,12|, ✓, M
3

, m
¯U/m

¯D, (8)

with 0 < |�Q,12| < 1 and 0 < ✓ < 2⇡. In Fig. 3, the
blue solid line encloses the maximally allowed region in
the B(KL ! ⇡0⌫⌫)–B(K+ ! ⇡+⌫⌫) plane (normalized
by their SM values). The maximal values are obtained
whenever the SUSY contributions to the �S = 2 am-
plitude exactly cancel. The contour lines in the figures
show the required value of M

3

/MS (imposing again GUT
relations) for this cancellation. The maximal and mini-



I will be talking about “Technology” or  
“Theory” that enable the success of LHC

QCD Matrix element calculation  

NNLO corrections  

Jet and soft physics

~“Precision QCD” 

High Luminosity or High Energy,  or e+e-, or even muon ?



Collider Physics in 2010 is  
different those in ‘00

• In 90’s: We do not know  how to calculate multijet processes at 
the hadron collider  precisely.  “I do not trust hadron collider 
physics” is typical attitudes in e+e-collider funs in 90’s.   

• Now: we understand higher oder 
QCD (multijet process) and its 
NLO correction better   

• This also means  we do not 
“discover” anything until we 
should discover them. ( unlike 
the era of SPS ) 

• We can  also “calibrate” using plenty of data.

photo 1972 
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W/Z + jet results

8

dominant systematics

! JES: 8(26)% for Nj"1(4)

! jets from pile-up #7%

! lep. reco. # 2%

! QCD bkgd # 2%

! unfolding # 2%

• cross section measured as a function of several kinematic 
variables (see end of this talk)

• very good agreement with NLO predictions from MCFM and 
Blackhat-Sherpa in the total and differential cross sections

• good agreement with matched LO prediction from AlpGen 
and Sherpa once normalized to the NNLO prediction 

• Poor agreement with LO PYTHIA in the high jet multiplicity

This is where we are 



key component I : 
Parton shower Matrix element matching 

• For typical SUSY process you have multiple jets in the final state. The SM 
processes with Z  or W  with additional  radiation are the background.   

• Original attempt is to tune the parton shower to estimate the hard emission tail, 
but large uncertainty 

• Better way is calculate  W(Z)+ Njets, tt + Njet amplitude .   shower & Matrix 
element overlap can be taken care by vetoing showers.  

• Applied to monojet signature in new physics context. 
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FIG. 2: The 95% gluino-bino exclusion curve for DO6 at 4
fb�1 for S/B > 1. The dashed line shows the corresponding
exclusion region using DO6 ’s non-optimized cuts. The masses
allowed in the CMSSM are represented by the dotted line; the
“X” marks the current DO6 limit on the gluino mass at 2.1
fb�1 (see text for details) [7]. The inset shows the e↵ect of
scaling the production cross section for the case of S/B > 1.
The solid lines show the exclusion region for �/3 (bottom)
and 3� (top).

GeV, we place tighter cuts on the monojet and dijet
samples than DO6 does. While DO6 technically has
statistical significance in this region with their existing
cuts, their signal-to-background ratio is low. Because
of the admitted di�culties in calculating the Standard
Model backgrounds, setting exclusions with a low signal-
to-background should not be done and fortunately can
be avoided by tightening the HT and ET6 cuts. Similarly,
for larger gluino masses, the generic cuts are no longer
e↵ective and it is necessary to use the optimized cuts,
which are tighter than DO6 ’s.

IV. CONCLUSIONS AND OUTLOOK

In this paper, we describe the sensitivity that DO6
has in searching for gluinos away from the CMSSM hy-
pothesis in jets + ET6 searches. It was assumed that the
gluino only decayed to two jets and a stable bino. How-
ever, many variants of this decay are possible and the
search presented here can be generalized accordingly.

One might, for example, consider the case where the
gluino decays dominantly to bottom quarks and heavy
flavor tagging can be used advantageously. Cascade de-
cays are another important possibility. Decay chains
have a significant e↵ect upon the searches because they
convert missing energy into visible energy. In this case,
additional parameters, such as the intermediate particle
masses and the relevant branching ratios, must be con-
sidered. In the CMSSM, the branching ratio of the gluino

into the wino is roughly 80%. This is the dominant decay
a↵ecting the DO6 gluino mass bound in CMSSM param-
eter space (see Fig. 2). While this cascade decay may be
representative of many models that have gluino-like ob-
jects, the fixed mass ratio and branching ratio are again
artifacts of the CMSSM. A more thorough examination
of cascade decays should be considered.

In addition to alternate decay routes for the gluino,
alternate production modes are important when there
are additional particles that are kinematically accessi-
ble. In this paper, it was assumed that the squarks are
kinematically inaccessible at the Tevatron; however, if
the squarks are accessible, g̃q̃ and q̃q̃ production chan-
nels could lead to additional discovery possibilities. For
instance, a gluino that is degenerate with the bino could
be produced with a significantly heavier squark. The
squark’s subsequent cascade decay to the bino will pro-
duce a great deal of visible energy in the event and may
be more visible than gluino pair production.3

Finally, in the degenerate gluino region, it may be
beneficial to use a mono-photon search rather than a
monojet search [22].4 Preliminary estimates of the reach
of the mono-photon search show that it is not as e↵ec-
tive as the monojet search. This is likely due to the
absence of final-state photon radiation from the gluinos.
However, it may be possible to better optimize the mono-
photon search, because the Standard Model backgrounds
are easier to understand in this case.

Ultimately, a model-independent search for jets plus
missing energy would be ideal. We believe that our ex-
clusive nj + ET6 searches, with results presented in an
exclusion plot as a function of HT and ET6 , would pro-
vide significant coverage for these alternate channels [21].
This analysis should be carried forward to the LHC to
ensure that the searches discover all possible supersym-
metric spectra. The general philosophy of parameter-
izing the kinematics of the decay can be easily carried
over. The main changes are in redefining the HT and ET6
cuts, as well as the hard jet energy scale. We expect a
similar shape to the sensitivity curve seen in Fig. 2, but
at higher values for the gluino and bino masses. There-
fore, it is unlikely that there will be a gap in gluino-bino
masses where neither the Tevatron nor the LHC has sen-
sitivity.
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Frank Petriello, and Patrice Verdier for helpful discus-

3 We thank M. Ibe and R. Harnik for this observation.
4 We thank F. Petriello for pointing this out
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Fig. 1: A comparison of the uncertainty in the ISR jet p
T

distribution for the production of squarks (M
q̃

= 500 GeV) between
the parton shower prediction (green, light), MLM matching (pink, medium) and CKKW matching (blue, dark). The parton
shower uncertainty is found by varying the Pythia 6 and 8 parton showers between the ‘wimpy’ and ‘power’ settings [22].
The matching uncertainties are found in both cases by varying the matching scales between 50 and 200 GeV and additionally
for MLM matching by varying the parton shower between the ‘wimpy’ and ‘power’ settings. For the softer jet 3 (the first
unmatched jet), the relative uncertainty of the parton shower approach is reduced since the phase space for this emission is
better constrained.

In addition we would like a smooth transfer between the
di↵erent areas of validity. Finally, the prediction should
not have a significant dependence on the chosen match-
ing scale or parton shower. Within SUSY we have the
additional problem that we can double count events with
resonant propagators, which must be removed [22,25].

To independently check the predictions of the match-
ing algorithm, two approaches were used. First is the
integrated MLM [21] matching available in Madgraph 5
[25, 26] which is interfaced with the Pythia 6 shower [23].
To estimate the uncertainty, we varied the matching scale
between 50 and 200 GeV and independently the parton
shower between the ‘wimpy’ and ‘power’ settings. As seen
in Fig.1, this results in a significant reduction in the uncer-
tainty compared to the parton shower alone. The second
approach was the CKKW-L [19, 20] matching algorithm,
developed for Pythia 8 [24, 27]. It was adapted to work
with SUSY1 and gives consistent results to those obtained
with MLM matching, Fig.1.

Simplified Models. – In order to reduce the SUSY
parameter space and place model independent limits, we
use three simplified models. The idea is to investigate
the ‘worst case’ scenario for R-parity conserving SUSY.
We thus assume that either the first two generations of
squarks or the gluinos or both are quasi-degenerate with
the LSP. The degeneracy has the e↵ect of making all of
the SUSY decays invisible to the detector as the produced
charged particles are too soft to be reconstructed. There-
fore, events with ISR are solely relied upon to set any
limits on the model.

1We would especially like to thank Stefan Prestel for his invalu-
able help in adapting the algorithm.

Our first scenario is labeled the ‘Decoupled Gluino’
model, Fig.2(a). Here the first two generations of squarks
are quasi-degenerate with the LSP (1-100 GeV mass split-
ting) while the gluino is completely removed from the sce-
nario. The idea is to set a lower limit on the first two
generation squarks masses that is completely independent
of the gluino mass. The third generation of squarks are left
free (obviously heavier than the LSP) because in general
the Yukawa contribution to the running of the mass leads
to a splitting between these and the first two generations
of squarks. However, a degenerate contribution can easily
be added by simply rescaling the cross-section by 5/4 for
only sbottoms or 6/4 for stops as well.

The second scenario we name the ‘Decoupled Squark’
model, Fig.2(b). Here the gluino is quasi-degenerate with
the LSP (1-100 GeV mass splitting) and the first two gen-
erations of squarks are removed from the model. In the
limit that all squarks are removed from the scenario it
must be stated that the gluino becomes stable and a dis-
tinctive signal would therefore be seen as so called ‘R-
hadrons’. In fact, even for moderate squark masses it is
easy to make a gluino in a compressed spectra long-lived.
However, it is possible that the third generation squarks
could be much lighter than the other squarks. These could
mediate prompt gluino decay whilst having a negligible
impact on the search. Therefore we assume a prompt de-
caying gluino in this scenario as an interesting limiting
case.2

As a third scenario we consider the ‘Equal Mass’ model,
Fig. 2(c). Here, the gluino mass is set quasi-degenerate
with the LSP (1-100 GeV mass splitting) and the first two

2Such models are already being investigated by the LHC collab-
orations. [28]
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Key component 2 
NLO, NNLO, NNLL

  

Progress with NLO computations

● In the past three-four years, dramatic developments occurred in the field of next-to-leading 
order calculations for the LHC.  We were so successful, that the famous NLO wish-list has 
been officially closed by Joey Huston as of May 2012

NLO predictions are currently available  for 
major production channels: 

 1) multiple jets (up to 4 jets )

2)  a gauge boson and up to 5 jets

3) multiple gauge bosons in association with 
jets ( up to VV + 2j)

4)  top quarks in association with jets (up to 
two) and gauge bosons (W,Z, photon)

5) Higgs and jets

Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, Bern, Dixon, Kosower, Berger, Forde, Maitre, Febres-Cordero, 
Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, Gleisberg, Papadopoulos, Ossola, Pittau, Czakon, Worek, 
Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, Bevilacqua, Ellis, Kunszt, Giele, Zanderighi, Melia, Rountsh, 
Denner, Dittmaier, Pozzorini, KallweitDenner, Dittmaier, Pozzorini, Kallweit

C
L
O
S
E
D

NLO wish list (2005~ complited in 2012,  
and we also have them in MC (means, NLL)    

for almost all processes you need. 

very good historical records that additional NLO calculation 
provide the better fit to the the data.  

LO O(100 %) error 
NLO O(10%) error 
NNLO O(1%) error  

NLO computing is demanding, but our WS (Xenon E5, 12core)  does  Tp Tp + 1jet (pT> 200GeV)  
in NLO using Madgraph MC @NLO O(10^4 )events 2 hours. 



background samples except those produced with Sherpa [36]. The signal cross-sections are calculated at
next-to-leading order (NLO) in the strong coupling constant, adding the resummation of soft gluon emis-
sion at next-to-leading-logarithmic accuracy (NLO+NLL) [37–41]. The nominal cross-section is taken
from an envelope of cross-section predictions using di↵erent PDF sets and factorisation and renormalisa-
tion scales, as described in Ref. [42]. Only light-flavour quarks (u, d, s, c) are considered. Cross-sections
are evaluated assuming masses of 450 TeV for the light-flavour squarks or gluinos in cases of gluino- and
squark-pair productions, respectively. The free parameters in these models are mq̃ or mg̃, and m�̃0

1
.

(a) (b) (c)

Figure 1: The decay topologies of (a) squark-pair production and (b, c) gluino-pair production, in the simplified
models with direct decays of squarks and direct or one-step decays of gluinos.

The summary of the SM background processes together with the MC generators, cross-section calculation
orders in ↵s, PDFs, parton shower and tunes used are listed in Table 1.

Table 1: The Standard Model background Monte Carlo simulation samples used in this paper. The generators,
the order in ↵s of cross-section calculations used for yield normalization (leading order (LO), next-to-leading or-
der (NLO), next-to-next-to-leading order (NNLO), next-to-next-to-leading logarithm (NNLL)), PDF sets, parton
showers, and tunes used for the underlying event are shown.

Physics process Generator Cross-section PDF set Parton shower Tune
normalisation

W(! `⌫) + jets Sherpa 2.1.1 NNLO CT10 Sherpa Sherpa default
Z/�⇤(! ` ¯̀) + jets Sherpa 2.1.1 NNLO CT10 Sherpa Sherpa default
� + jets Sherpa 2.1.1 LO CT10 Sherpa Sherpa default
tt̄ Powheg-Box v2 NNLO+NNLL CT10 Pythia 6.428 Perugia2012
Single top (t-channel) Powheg-Box v1 NLO CT10f4 Pythia 6.428 Perugia2012
Single top (s- and Wt-channel) Powheg-Box v2 NLO CT10 Pythia 6.428 Perugia2012
tt̄ +W/Z/WW Madgraph 5.2.2.2 NLO NNPDF2.3LO Pythia 8.186 A14
WW, WZ, ZZ Sherpa 2.1.1 NLO CT10 Sherpa Sherpa default
Multi-jet Pythia 8.186 LO NNPDF2.3LO Pythia 8.186 A14

The production of �, W or Z bosons in association with jets is simulated using the Sherpa 2.1.1 generator.
For W or Z bosons, the matrix elements are calculated for up to two partons at NLO and up to additional
two partons at leading order (LO) using the Comix [43] and OpenLoops [44] matrix element generators,
and merged with the Sherpa parton shower [45] using the ME+PS@NLO prescription [46]. Events
containing a photon in association with jets are generated requiring a photon transverse momentum above
35 GeV. For these events, matrix elements are calculated at LO with up to three or four partons depending
on the pT of the photon, and merged with Sherpa parton shower using the ME+PS@LO prescription [47].

4

statistics in CR  
improve these  

Table 4: Breakdown of the dominant systematic uncertainties in the background estimates. The individual un-
certainties can be correlated, and do not necessarily add in quadrature to the total background uncertainty. �µ
uncertainties are the result of the control region statistical uncertainties and the systematic uncertainties entering
a specific control region. In brackets, uncertainties are given relative to the expected total background yield, also
presented in the Table. Empty cells (indicated by a ‘-’) correspond to uncertainties lower than 1 per mil.

Channel 2jl 2jm 2jt 4jt 5j 6jm 6jt
Total bkg 283 191 23 4.6 13.2 6.9 4.2
Total bkg unc. ±24 [8%] ±21 [11%] ±4 [17%] ±1.1 [24%] ±2.2 [17%] ±1.5 [22%] ±1.2 [29%]
MC statistics – ±2.3 [1%] ±0.5 [2%] ±0.31 [7%] ±0.5 [4%] ±0.4 [6%] ±0.32 [8%]
�µZ+jets ±7 [2%] ±6 [3%] ±2.5 [11%] ±0.7 [15%] ±1.0 [8%] ±0.8 [12%] ±0.7 [17%]
�µW+jets ±10 [4%] ±8 [4%] ±1.2 [5%] ±0.5 [11%] ±1.1 [8%] ±0.7 [10%] ±0.5 [12%]
�µ Top ±1.8 [1%] ±2.0 [1%] ±0.23 [1%] ±0.26 [6%] ±0.4 [3%] ±0.24 [3%] ±0.22 [5%]
�µMulti�jet ±0.05 [0%] ±0.09 [0%] ±0.1 [0%] – – – –
CR� corr. factor ±11 [4%] ±7 [4%] ±1.0 [4%] ±0.17 [4%] ±0.4 [3%] ±0.21 [3%] ±0.15 [4%]
Theory Z ±8 [3%] ±4 [2%] ±2.4 [10%] ±0.6 [13%] ±0.6 [5%] ±0.5 [7%] ±0.6 [14%]
Theory W ±2.9 [1%] ±2.5 [1%] ±0.5 [2%] ±0.29 [6%] ±0.7 [5%] ±0.5 [7%] ±0.4 [10%]
Theory top ±2.1 [1%] ±2.1 [1%] ±0.28 [1%] ±0.12 [3%] ±0.8 [6%] ±0.4 [6%] ±0.13 [3%]
Theory diboson ±15 [5%] ±15 [8%] ±1.0 [4%] – ±1.0 [8%] – –
Jet/Emiss

T ±0.7 [0%] ±0.6 [0%] ±0.09 [0%] ±0.1 [2%] ±0.4 [3%] ±0.21 [3%] ±0.19 [5%]

Uncertainties arising from theoretical modelling of background processes are evaluated by comparing
samples produced with di↵erent MC generators. The W/Z+jets events generated with Sherpa are com-
pared to events generated with MG5_aMC@NLO at leading order and interfaced to the Pythia 8.186
parton shower model. Uncertainties in the modelling of top quark pair production are estimated by com-
paring Powheg-Box to aMc@Nlo [90], and by accounting for di↵erent generator and radiation tunes.
Uncertainties associated with PDF modelling of top quark pair production are found to be negligible.
Uncertainties in diboson production due to scale and PDF uncertainties are accounted for by applying a
uniform 50% uncertainty in all SRs, and are the dominant source of uncertainty in SRs 2jl and 2jm. Un-
certainties associated with the modelling of Z+jets production are largest in the SRs with tight selection
cuts (up to 14%). The statistical uncertainty arising from the use of MC samples is largest (8%) in SR
6jt. The uncertainties arising from the data-driven correction procedure applied to events selected in the
CR� region, described in Section 7, are included in Table 4 under ‘CR� corr. factor’ and reach a value
of 4% in most of the SRs. The impact of lepton reconstruction uncertainties, and of the uncertainties
related to the b-tag/b-veto e�ciency, on the overall background uncertainty are found to be negligible for
all SRs. The total background uncertainties for all SRs, broken down into the main contributing sources,
are summarized in Table 4.

9 Results, interpretation and limits

The number of events observed in the data and the number of SM events expected to enter each of the
signal regions, determined using the background-only fit, are shown in Table 5 and Figure 4. The pre-fit
background expectations are also shown in Table 5 for comparison. The normalisation factors extracted
simultaneously through the fit range for the di↵erent signal regions between 0.7 and 1.2 for W+jets, 0.4
and 0.8 for tt̄(+EW) + single top, and 1.0 and 1.6 for Z/�⇤+jets backgrounds.
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on going  progress on reducing the theoretical uncertainty on the background

background modeling at 13TeV 
is different from that of 8TeV



•  leading order processes may NOT be favored 
by  PDF: therefore, the correction tend to be 
large.  

• in each NLO level, additional tree level process 
with higher order in alpha_s comes in up to 
NNLO→ need up to + 2 jet in your amplitude 
calculation to cover all possible initial state.   

• MC(NLL, NNLL etc ) : need to take care 
showers, which overlap with NLO real emission 
diagrams.  

• To obtain “Accurate” NNLO PDF  requires 
higher order correction to all relevant 
processes.
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Why am I  talking about this  
High Luminosity run and Systematical errors 

High Luminosity is  possible but 
No large energy increase for a 
moment.  

Significance is expressed at            
S/√( B + (δ B)2 ) where δB is  
systematical error of the 
background

100 TeV, 30 ab-1

100 TeV, 3 ab-1

14 TeV, 3 ab-1
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Figure 2. Reach of monojet searches.

The results are shown in Fig. 2. The 95 % CL reach of Lhc-14 with
L = 3 ab�1 is at the level of M� ⇠ 350 or 150 GeV, depending on the
choice of systematic uncertainty of the background (as previously discussed,
we fix either 1% or 5%). We find that a 100 TeV collider can improve the
reach of a factor 3-4 with respect to Lhc-14. Systematic uncertainties play an
important role in the determination of the sensitivity, especially at a 100 TeV
collider. In particular raising the luminosity to L = 30 ab�1 would produce
only a modest improvement of the sensitivity, for a systematic uncertainty
of ↵ = 5%. However, it is not implausible that for such a high luminosity a
better control of systematic uncertainties will be achieved.
Our findings are in good agreement with those of Ref. [56], where the monojet
reach has been quantified for 14 and 100 TeV pp colliders with L = 3 ab�1.

3.3.2 Monophoton

Monophoton searches at the Lhc have been performed by the Atlas and
Cms collaborations [53, 54]. These analyses require a high pT photon in ad-
dition to large 6ET . Quality criteria and isolation requirements are imposed
to the photon candidate.

The largest background comes from �Z(⌫̄⌫) processes. Additional back-
grounds include �W (`⌫), W (`⌫), �+jets, multijet, �Z(``) and diphoton. Sig-
nal processes are for instance those shown in Fig. 3. Notice that a photon
can also be radiated from the final state, as opposite to the cases where the
hard SM radiation on which one tags is constituted of jets, and also to other
DM candidates where charged states do not contribute to the signal.

10

Cirelli et al  ‘14

We need  “control” on both theoretical  and 
experimental error to see the deviation 



• the main process: XX+ jet, X is gluino, top partner, stop, or even 
sgluino.    

•  MC@NLO ⇦NLO UFO :XX+ jet NLO with matrix element level jet 

pT cut ( say, 200GeV).  the main process: XX+ jet, X is gluino, top 
partner, stop, or even sgluino.    

•  MC@NLO ⇦NLO UFO :XX+ jet NLO with matrix element level jet 

pT cut ( say, 200GeV).   

•  real + virtual XX+ jet (NLO), XX+ 2 partons (LO)  

NLO simplified models  
with  a colored particle and a DM

with R Ruiz, Sun Hak Lim, Amit Chakraborty(Madgraph) 
Frank Krauss,Silvan Kuttimalai(Sherpa side)   



signal cross section LO→NLO 
top partner  decaying into scalar DM  

TpTp+ up to 1 jet  0.126pb(canonical choice) +0.055pb- 0.46pb  (no PDF  error  

TpTp+ up to 2 jet    0.105 pb + 0.154-0.047pb (error is bigger for high pT)  

TpTp NLO 0.0726+ 0.0175-0.014  (missing high pT component) +24% -19.3% 

(scale dependence of cross section before the cut is smaller 1.237+0.120-0.142pb,  in  

NNLO, it will be around half. )  

TpTp j NLO 0.0846 + 0.0184-0.0163 (acceptable level) +22% -19.2%

SCALE DEPENDENCE OF MONOJET SIGNAL 15
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Figure 16. distributions and the ratio. for tptpjx(LO) and tptp2jx(LO),
the xqcut = 150 GeV, and alpsfact=scalefact=mF=mS=1

ratio to Tp Tp + 1jet (NLO) for mTp=600GeV leading jet pT cut > 300GeV  

LO TpTp+ up  
to 1jet matched)  TpTp(NLO) LO TpTp up  

to 2 jet matched 

using canonical choice of tree level cross section  
Madgraph 2.5.4 

(older one has bags)  
pT cut 
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Jet physics 
• mergning “nearby objects to form a jet” → kT, CA, and finally 

Anti KT,  infrared and collinear safe algorithem 
2.2.5 The anti-kt algorithm

One can generalise the kt and Cambridge/Aachen distance measures as [33]:

dij = min(p2pti , p
2p
tj )

∆R2
ij

R2
, ∆R2

ij = (yi − yj)
2 + (φi − φj)

2 , (10a)

diB = p2pti , (10b)

where p is a parameter that is 1 for the kt algorithm, and 0 for C/A. It was observed in [33]
that if one takes p = −1, dubbed the “anti-kt” algorithm, then this favours clusterings that
involve hard particles rather than clusterings that involve soft particles (kt algorithm) or
energy-independent clusterings (C/A). This ultimately means that the jets grow outwards
around hard “seeds”. However since the algorithm still involves a combination of energy
and angle in its distance measure, this is a collinear-safe growth (a collinear branching
automatically gets clustered right at the beginning of the sequence).12 The result is an
IRC safe algorithm that gives circular hard jets, making it an attractive replacement for
certain cone-type algorithms (notably IC-PR algorithms).

One should be aware that, unlike for the kt and C/A algorithms, the substructure clas-
sification that derives from the clustering-sequence inside an anti-kt jet cannot be usefully
related to QCD branching (essentially the anti-kt recombination sequence will gradually
expand through a soft subjet, rather than first constructing the soft subjet and then re-
combining it with the hard subjet).

2.2.6 Other sequential recombination ideas

The flexibility inherent in the sequential recombination procedure means that a number of
variants have been considered in both past and recent work. Some of the main ones are
listed below.

Flavour-kt algorithms. If one is interested in maintaining a meaningful flavour for jets
(for example in purely partonic studies, or when discussing heavy-flavour jets), then one
may use a distance measure that takes into account the different divergences for quark and
gluon branching, as in [81, 82]. The essential idea is to replace eq. (4) with

y(F )
ij =

2(1− cos θij)

Q2
×
{

max(E2
i , E

2
j ) , softer of i, j is flavoured,

min(E2
i , E

2
j ) , softer of i, j is flavourless,

(11)

where gluonic (or non-heavy-quark) objects are considered flavourless. This reflects the
fact that there is no divergence for producing a lone soft quark, and correctly ensures that
soft quarks are recombined with soft antiquarks. In normal algorithms, in contrast, a soft
quark and anti-quark may end up in different jets, polluting the flavour of each one. Full

12If one takes p → −∞ then energy is privileged at the expense of angle and the algorithm then becomes
collinear unsafe, and somewhat like an IC-PR algorithm.
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Fastjet (2005~)  
The code using  Voronoi diagram  to find out 
 nearest pairs efficiently  reducing total time  

order of particle N  from naive N^3 

CA(p=0)  small angle first: motivated by  
angular ordering  
KT(p=1)  small angle or soft (good at e+e-)  
Anti kt(-1)  bias to high pT (similar to cone) 

-6 -4 -2 0 2 4 6
0

1

2

3

4

5

6
0
5

10
15
20
25

, R=1tk

y

 [GeV]
t

p

φ

-6 -4 -2 0 2 4 6
0

1

2

3

4

5

6
0
5

10
15
20
25

Cam/Aachen, R=1

y

 [GeV]
t

p

φ

-6 -4 -2 0 2 4 6
0

1

2

3

4

5

6
0
5

10
15
20
25

SISCone, R=1, f=0.75

y

 [GeV]
t

p

φ

-6 -4 -2 0 2 4 6
0

1

2

3

4

5

6
0
5

10
15
20
25

, R=1tanti-k

y

 [GeV]
t

p

φ

Figure 7: A sample parton-level event (generated with Herwig [101]), together with many ran-
dom soft “ghosts”, clustered with four different jet algorithms, illustrating the “active” catchment
areas of the resulting hard jets (cf. section 4.4). For kt and Cam/Aachen the detailed shapes are
in part determined by the specific set of ghosts used, and change when the ghosts are modified.

degree of regularity (or not) of the boundaries of the resulting jets and their extents in the
rapidity-azimuth place.

3 Computational geometry and jet finding

It takes the human eye and brain a fraction of a second to identify the main regions of
energy flow in a calorimetric event such as fig. 7. A good few seconds might be needed to
quantify that energy flow, and to come to a conclusion as to how many jets it contains.
Those are timescales that usefully serve as a reference when considering the speed of jet
finders — if a jet finder takes a few seconds to classify an event it will seem somewhat
tedious, whereas a few milliseconds will seem fast. One can reach similar conclusions by
comparing to the time for a Monte Carlo event generator to produce an event (from tens

29



jet substructure 

1)take somewhat large R~1.2 select massive 
jet(boosted objects)    

 2) look for the scale with significant mass drop 
+ symmetric jet. (reject QCD).  

3) select additional jets further to find hard 
activity but kill underlying events. (mass 
resolution)

2

b Rbb
Rfilt

Rbbg

b

R

mass drop filter

FIG. 1: The three stages of our jet analysis: starting from a hard massive jet on angular scale R, one identifies the Higgs
neighbourhood within it by undoing the clustering (effectively shrinking the jet radius) until the jet splits into two subjets
each with a significantly lower mass; within this region one then further reduces the radius to Rfilt and takes the three hardest
subjets, so as to filter away UE contamination while retaining hard perturbative radiation from the Higgs decay products.

objects (particles) i and j, recombines the closest pair,
updates the set of distances and repeats the procedure
until all objects are separated by a ∆Rij > R, where R
is a parameter of the algorithm. It provides a hierarchical
structure for the clustering, like the K⊥algorithm [9, 10],
but in angles rather than in relative transverse momenta
(both are implemented in FastJet [11]).

Given a hard jet j, obtained with some radius R, we
then use the following new iterative decomposition proce-
dure to search for a generic boosted heavy-particle decay.
It involves two dimensionless parameters, µ and ycut:

1. Break the jet j into two subjets by undoing its last
stage of clustering. Label the two subjets j1, j2 such
that mj1 > mj2 .

2. If there was a significant mass drop (MD), mj1 <
µmj, and the splitting is not too asymmetric, y =
min(p2

tj1
,p2

tj2
)

m2

j

∆R2
j1,j2

> ycut, then deem j to be the

heavy-particle neighbourhood and exit the loop.
Note that y ≃ min(ptj1 , ptj2)/ max(ptj1 , ptj2).

1

3. Otherwise redefine j to be equal to j1 and go back
to step 1.

The final jet j is to be considered as the candidate Higgs
boson if both j1 and j2 have b tags. One can then identify
Rbb̄ with ∆Rj1j2 . The effective size of jet j will thus be
just sufficient to contain the QCD radiation from the
Higgs decay, which, because of angular ordering [12, 13,
14], will almost entirely be emitted in the two angular
cones of size Rbb̄ around the b quarks.

The two parameters µ and ycut may be chosen inde-
pendently of the Higgs mass and pT . Taking µ ! 1/

√
3

ensures that if, in its rest frame, the Higgs decays to a
Mercedes bb̄g configuration, then it will still trigger the
mass drop condition (we actually take µ = 0.67). The cut
on y ≃ min(zj1 , zj2)/ max(zj1 , zj2) eliminates the asym-
metric configurations that most commonly generate sig-
nificant jet masses in non-b or single-b jets, due to the

1 Note also that this ycut is related to, but not the same as, that
used to calculate the splitting scale in [5, 6], which takes the jet
pT as the reference scale rather than the jet mass.

Jet definition σS/fb σB/fb S/
√

B · fb

C/A, R = 1.2, MD-F 0.57 0.51 0.80

K⊥, R = 1.0, ycut 0.19 0.74 0.22

SISCone, R = 0.8 0.49 1.33 0.42

TABLE I: Cross section for signal and the Z+jets background
in the leptonic Z channel for 200 < pTZ/GeV < 600 and
110 < mJ/GeV < 125, with perfect b-tagging; shown for
our jet definition, and other standard ones at near optimal R
values.

soft gluon divergence. It can be shown that the maxi-
mum S/

√
B for a Higgs boson compared to mistagged

light jets is to be obtained with ycut ≃ 0.18. Since we
have mixed tagged and mistagged backgrounds, we use a
slightly smaller value, ycut = 0.09.

In practice the above procedure is not yet optimal
for LHC at the transverse momenta of interest, pT ∼
200 − 300 GeV because, from eq. (1), Rbb̄ ! 2mh/pT is
still quite large and the resulting Higgs mass peak is sub-
ject to significant degradation from the underlying event
(UE), which scales as R4

bb̄
[15]. A second novel element

of our analysis is to filter the Higgs neighbourhood. This
involves resolving it on a finer angular scale, Rfilt < Rbb̄,
and taking the three hardest objects (subjets) that ap-
pear — thus one captures the dominant O (αs) radiation
from the Higgs decay, while eliminating much of the UE
contamination. We find Rfilt = min(0.3, Rbb̄/2) to be
rather effective. We also require the two hardest of the
subjets to have the b tags.

The overall procedure is sketched in Fig. 1. We il-
lustrate its effectiveness by showing in table I (a) the
cross section for identified Higgs decays in HZ produc-
tion, with mh = 115 GeV and a reconstructed mass re-
quired to be in an moderately narrow (but experimen-
tally realistic) mass window, and (b) the cross section
for background Zbb̄ events in the same mass window.
Our results (C/A MD-F) are compared to those for the
K⊥algorithm with the same ycut and the SISCone [16]
algorithm based just on the jet mass. The K⊥algorithm
does well on background rejection, but suffers in mass
resolution, leading to a low signal; SISCone takes in less
UE so gives good resolution on the signal, however, be-
cause it ignores the underlying substructure, fares poorly
on background rejection. C/A MD-F performs well both

3

on mass resolution and background rejection.
The above results were obtained with HERWIG [17,

18, 19], which has been used throughout the subse-
quent analysis. The signal reconstruction was also cross-
checked using Pythia [20]. In both cases the under-
lying event model was chosen in line with the tunes
currently used by ATLAS and CMS (see for exam-
ple [21]). The leading-logarithmic parton shower ap-
proximation used in these programs have been shown
to model jet substructure well in a wide variety of pro-
cesses [22, 23, 24, 25, 26, 27]. For this analysis, sig-
nal samples of WH, ZH were generated, as well as
WW, ZW, ZZ, Z + jet, W + jet, tt̄, single top and dijets
to study backgrounds. All samples correspond to a lu-
minosity ≥ 30 fb−1, except for the lowest p̂min

T dijet sam-
ple, where the cross section makes this impractical. In
this case an assumption was made that the selection ef-
ficiency of a leptonically-decaying boson factorises from
the hadronic Higgs selection. This assumption was tested
and is a good approximation in the signal region of the
mass plot, though correlations are significant at lower
masses.

The leading order (LO) estimates of the cross-section
were checked by comparing to next-to-leading order
(NLO) results. High-pT V H and V bb̄ cross sections
were obtained with MCFM [28, 29] and found to be
about 1.5 times the LO values for the two signal and
the Z0bb̄ channels, while the W±bb̄ channel has a K-
factor closer to 2.5 (as observed also at low-pT in [29]).2

The main other background, tt̄ production, has a K-
factor of about 2 (found comparing the HERWIG total
cross section to [30]). This suggests that our final LO-
based signal/

√
background estimates ought not to be too

strongly affected by higher order corrections, though fur-
ther detailed NLO studies would be of value.

Let us now turn to the details of the event selection.
The candidate Higgs jet should have a pT greater than
some p̂min

T . The jet R-parameter values commonly used
by the experiments are typically in the range 0.4 - 0.7.
Increasing the R-parameter increases the fraction of con-
tained Higgs decays. Scanning the region 0.6 < R < 1.6
for various values of p̂min

T indicates an optimum value
around R = 1.2 with p̂min

T = 200 GeV.
Three subselections are used for vector bosons: (a) An

e+e− or µ+µ− pair with an invariant mass 80 GeV <
m < 100 GeV and pT > p̂min

T . (b) Missing transverse
momentum > p̂min

T . (c) Missing transverse momentum
> 30 GeV plus a lepton (e or µ) with pT > 30 GeV,
consistent with a W of nominal mass with pT > p̂min

T . It
may also be possible, by using similar techniques to re-
construct hadronically decaying bosons, to recover signal
from these events. This is a topic left for future study.

2 For the V bb̄ backgrounds these results hold as long as both the
vector boson and bb̄ jet have a high pT ; relaxing the requirement
on pTV leads to enhanced K-factors from electroweak double-
logarithms.
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FIG. 2: Signal and background for a 115 GeV SM Higgs
simulated using HERWIG, C/A MD-F with R = 1.2 and
pT > 200 GeV, for 30 fb−1. The b tag efficiency is assumed
to be 70% and a mistag probability of 1% is used. The qq̄
sample includes dijets and tt̄. The vector boson selections
for (a), (b) and (c) are described in the text, and (d) shows
the sum of all three channels. The errors reflect the statisti-
cal uncertainty on the simulated samples, and correspond to
integrated luminosities > 30 fb−1.

To reject backgrounds we require that there be no lep-
tons with |η| < 5, pT > 30 GeV apart from those used to
reconstruct the leptonic vector boson, and no b-tagged
jets in the range |η| < 2.5, pT > 50 GeV apart from
the Higgs candidate. For channel (c), where the tt̄ back-
ground is particularly severe, we require that there are no
additional jets with |η| < 3, pT > 30 GeV. The rejection
might be improved if this cut were replaced by a specific
top veto [5]. However, without applying the subjet mass
reconstruction to all jets, the mass resolution for R = 1.2
is inadequate.

The results for R = 1.2, p̂min
T = 200 GeV are shown

in Fig. 2, for mH = 115 GeV. The Z peak from ZZ and
WZ events is clearly visible in the background, providing
a critical calibration tool. Relaxing the b-tagging selec-
tion would provide greater statistics for this calibration,
and would also make the W peak visible. The major
backgrounds are from W or Z+jets, and (except for the
HZ(Z → l+l−) case), tt̄.

Combining the three sub-channels in Fig. 2d, and sum-
ming signal and background over the two bins in the
range 112-128 GeV, the Higgs is seen with a significance
of 5.9 σ (11 σ for 100 fb−1). The intrinsic resolution of
the jet mass at the particle level would allow finer bin-
ning and greater significance. However, studies [31, 32]
using parameterised simulations of the ATLAS detector
indicate that detector resolution would prohibit this.

ex:  pp→WH, ZH 

 Butterworth, Ellis,  Raklev hep-ph/0702150. 
 Butterworth, Davison, Rubin, Salam, 0802.2470
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Leaning from “fakes” 
2TeV Gauge bosons and subjet analysis

ATLAS diboson excess, use the mass 
drop and grooming to find out W.   

Ntr also used: IR unsafe (still some kind of 
voodoo there) 

quark/gluion 

W



O(10^3) rejection  of the QCD background.  

Note: Rejection rate should depend on  the 
fraction of quark and gluon jets  

Number of track cut(soft physics)  is useful at 
the end

Calibrating background rejection  

adding cuts removing the cut

final cuts 



Meeting soft physics 
  

quark gluon separation 



if we can distinguish quark jet is quark  
ex： gluino→ qq X

quark and gluon initiated jet are different:   In parton shower, quark split into 
hard quark and soft gluon and gluon split into two gluon more equally.  

ME level  pp-> gluino gluino-> 4q +missing: background  Z+jets more gluons. 

initiated. In addition, there are additonal jets in the signal events from initial state
radiation (ISR), dominantly gluons, which may reduce the difference between the
signal and background likelihoods if an ISR jet is harder than the decay jets and also
lies in the central region of the detector. At Born level, the dominant background of
Z+jets has a higher gluon fraction in the third and fourth highest pT jets (denoted
by j

3

and j
4

respectively). It is thus expected that the maximum discriminating
power in the likelihood would come from j

3

and j
4

, rather than the first and second
highest pT jets (denoted by j

1

and j
2

).
To define the MC truth level quark and gluon jet fraction, we adopt the following

method. Assume that we are looking for quark jets in an event. In the first step we
find quarks in the matrix element, and a quark of flavour f is denoted by fi. Next,
in the parton history related to the mother parton i, we find the parton Pi with the
same flavour as fi (we choose the parton with the highest transverse momentum if
there are multiple quark partons of flavour f). Finally, if the distance between the
jet J and the parton Pi is less than the jet cone size, �R(J, Pi) < R = 0.4, we define
the jet J as a quark jet. If not, then J is defined as a gluon jet. We emphasize that
in the actual study of signal-background discrimination, this definition does not play
any role, since in that case, we compare the likelihood of an event being signal-like
or background-like, based on an MVA with the discriminating variables as inputs.

For illustration, we show in Tab. 1 the parton level quark fraction of the first
four jets, as defined above. A representative signal point with Mg̃ = 1750 GeV and
M�̃0

1
= 750 GeV has been chosen for Tab. 1, and the quark fractions are shown after

a the preselection of Cut-1 and with M
e↵

> 1.8 TeV. The parton shower MC used
for this figure is Pythia 6.4.28. In general, we see from this table that among the
first four hardest jets, most signal events contain 3�4 quark jets, while most Z+jets
events contain 1� 2 quark jets.

Process f j1
q f j2

q f j3
q f j4

q

g̃g̃+jets 0.92 0.87 0.77 0.64
Z+jets 0.64 0.55 0.27 0.16

Table 1. Quark fraction (fq) at the MC truth level for the first four highest-pT jets in
g̃g̃+jets and Z+jets processes. All events are selected after passing the jet-pT , ET/ (Cut-1)
and M

e↵

> 1.8 TeV cuts, at the 14 TeV LHC. See text for details on the determination of
fq.

3.2 Inclusive and exclusive kinematic variables

In the dominant SM background processes of Z/W+jets, the jets come from initial
state QCD radiation, which exhibits a strong ordering of the jet pT ’s for a given HT

value, primarily because of the enhancement in the soft gluon emission probability
given by the QCD splitting functions. On the otherhand, for the decay jets coming

– 7 –

(Mgluino, Mchi) =(1750 GeV,750GeV ) Meff> 1.8TeV  
(we have checked  Matrix level ISR  

generation is not necessary for this level of compressed spectrum  

contamination of ISR  especially  
compressed spectrum 

background also contains quark 
especially for the leading jet. 

(Fraction is calculated following parton shower history) 



Minimum Validation Analysis  
more splittings in the parton evolution, leading to larger numbers of final state particles for a given jet pT.
The variables tested are [5, 27–30]:

• Number of tracks in the jet:
ntrk =

X

trk2jet

• pT weighted width of the jet from tracks:

wtrk =

P
trk2jet pT,trk�Rtrk,jet
P

trk2jet pT,trk

• ET weighted width of the jets:

wcalo =

P
const2jet pT,const�Rconst,jet
P

const2jet pT,const

• Fraction of energy carried by the largest energy constituent:

f

largest =
Elargest const

Ejet
3

• Two point energy correlation function:

C� =

P
i, j 2jet ET, iET, j (�Ri, j )�
⇣P

i2jet ET, i
⌘2

Additionally, because gluons have no electric charge and quarks have fractional charge, it is possible to
look at the charge of the jet constituents for discrimination. Jet charge, Q

 , is defined as:

Q

 =
1

(pT)
X

trk i 2jet
qi ⇥ (p

i
T)

In [31], this variable was found to be well-modeled by Monte Carlo generators. An unfolding of the mean
of the ntrk variable was recently completed in [32] and improved modeling was seen for newer P�����
tunes.

The dependence of these variables on the presence of additional jets in the event was studied and no
dependence was seen if the nearest jet was at least �R > 0.8 away. The calorimeter variables were
observed to have a modest dependence on the average number of interactions in the event. For example,
the wcalo varied by 20% from 0 to 30 average simultaneous interactions for low pT jets, and had less than
5% dependence at high pT over the same range of simultaneous interactions.

3 This variable was used in Ref. [28].
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Figure 1: Left: shape comparison, in simulated QCD dijet events, of the likelihood discrimi-
nator for jets with 40 < pT < 50 GeV in the central region of the detector. Expected distri-
butions for light-quark jets (blue) and gluon jets (red) are shown separately. Right: discrimi-
nator performance curves of the quark-gluon tagger: green squares for jets with |h| < 2 and
40 < pT < 50 GeV, open brown markers for jets with |h| < 2 and 80 < pT < 100 GeV, yellow
solid markers for jets with 3 < |h| < 4.7 and 40 < pT < 50 GeV.

the event selection and the obtained results in these two control samples. In what follows, all
MC distributions are normalized to the integral of the data, as the interest lies in a comparison
of the variable shapes.

5.1 Validation on Z+jets events

The Z+jets control sample offers a relatively pure sample of quark jets in which more than 70%
of hard (pT > 100 GeV) and central (|h| < 2) jets are expected to originate from light-quark
hadronizations.

Only events in which the Z boson has decayed to a pair of muons are selected, as they provide
a clean experimental environment. The Z+jets events are selected in data according to the
procedure described in Ref. [23]. The full 2012 dataset is analyzed, triggered by dimuon triggers
with respective thresholds of 17 GeV and 8 GeV on the pT of each of the two muons. A total
integrated luminosity of 18 fb�1 has been used. The event selection further requires:

• the presence of two muons of opposite charge;
• the pT of the muons are required to be greater than 20 and 10 GeV, respectively;
• the dimuon invariant mass is required to fall in the 70-110 GeV range;
• the dimuon system and the (pT) leading jet are forced to be back-to-back in the trans-

verse plane by requiring their azimuthal difference to be greater than 2.5 rad;
• the subleading jet in the event is required to have a pT smaller than 30% of that of

the dimuon system.

The leading jet is considered and it is required to fail b tagging and pileup identification criteria.

Data are compared to simulated MC events, on which the same event selection criteria are im-
posed. This is shown in Fig. 2, where shape comparisons of the three input variables used in
the discriminator are shown for jets with 80 < pT < 100 GeV and |h| < 2 in Z+jets events:
multiplicity (right), pTD (center) and s2 (right). The data (black markers) are compared to the
MADGRAPH/PYTHIA simulation, on which the different components are shown: quarks (blue),
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Figure 4: Extracted templates for wtrk (left) and wcalo (right) comparing data (points), P����� (solid line) and
Herwig++ (dashed line). The top plots show the distribution for the lowest pT bin 25 < pT < 40 GeV, extracted
using dijet and Z+jet samples. The middle plots show the distribution for the pT bin 40 < pT < 90 GeV, extracted
using all three samples. The bottom plots show one pT bin using dijet and �+jet for the extraction: 90 < pT < 120
GeV. In all cases, |⌘ | < 0.8.
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build the function

ROCexperimentally different 

soft physicsQCD prediction with re-sum  

mostly gluons mostly quark 
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Figure 3: The fraction of Monte Carlo simulated events where the leading jet is a quark or a gluon in the dijet (top),
�+jet (middle) , and Z+jet (bottom) samples. The Z+jet figure additionally includes the fractions for the SherpaMC
generator, which is only used for the Z+jet fraction systematic uncertainties. The bin centers are located at the mean
of the bin contents.
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There is a calibration samples…  



Why I am talking about this

High Luminosity is  possible but No 
large energy increase for a moment.  

Significance is expressed at            
S/√( B + (δ B)

2
 ) where δB is  

systematical error of the 
background 

clean channel extend with 
luminosity. → Theoretical error 
will reduce drastically at NNLO   

New methods which can reduce 
background independently 
might also be useful. 

100 TeV, 30 ab-1

100 TeV, 3 ab-1

14 TeV, 3 ab-1
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Figure 2. Reach of monojet searches.

The results are shown in Fig. 2. The 95 % CL reach of Lhc-14 with
L = 3 ab�1 is at the level of M� ⇠ 350 or 150 GeV, depending on the
choice of systematic uncertainty of the background (as previously discussed,
we fix either 1% or 5%). We find that a 100 TeV collider can improve the
reach of a factor 3-4 with respect to Lhc-14. Systematic uncertainties play an
important role in the determination of the sensitivity, especially at a 100 TeV
collider. In particular raising the luminosity to L = 30 ab�1 would produce
only a modest improvement of the sensitivity, for a systematic uncertainty
of ↵ = 5%. However, it is not implausible that for such a high luminosity a
better control of systematic uncertainties will be achieved.
Our findings are in good agreement with those of Ref. [56], where the monojet
reach has been quantified for 14 and 100 TeV pp colliders with L = 3 ab�1.

3.3.2 Monophoton

Monophoton searches at the Lhc have been performed by the Atlas and
Cms collaborations [53, 54]. These analyses require a high pT photon in ad-
dition to large 6ET . Quality criteria and isolation requirements are imposed
to the photon candidate.

The largest background comes from �Z(⌫̄⌫) processes. Additional back-
grounds include �W (`⌫), W (`⌫), �+jets, multijet, �Z(``) and diphoton. Sig-
nal processes are for instance those shown in Fig. 3. Notice that a photon
can also be radiated from the final state, as opposite to the cases where the
hard SM radiation on which one tags is constituted of jets, and also to other
DM candidates where charged states do not contribute to the signal.

10
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Z+q and Z+g 
(instead of di-jet) 

pT dependent  
profile of  C1, mj/pT, nch) 

Delphes3

B(C1, mj/pt,nch, pT)

2 gluino ->  4j +missing 
Z+3j (not Z+4j matched)

Delphes3 & B

BDT 

TMVA with  
ETmiss, Meff  

pT,B up to 4th jet 
(4th jet is PS)  

scale Z+3j to reproduce  
13TeV total background  

(Z+jets, W+jets, tt ) 

use ROC to find bast  
S/sqrt(B+(delB)^2)

Checking if this is useful  for BSM (gluino search ) 
Bhattacherjee, Mukhopadhyay, Nojiri,  Sakaki, Webber (2016)

Pythia6 are a bit  optimistic  
 Herwig++ is slightly  pesimistic 



not much  
improvement  

ISR is important here 

too small statistics  
anyway 

also note that the signal benchmark point used to show the various distributions in
this study, namely, (Mg̃ = 2000 GeV,M�̃0

1

= 1000 GeV) can be excluded at 2� level
only when the jet substructure variables are included in the MVA. Since we have also
included additional systematic uncertainties in the background rate coming from the
modelling of both the exclusive and jet substructure observables (upto 30% in total
systematic uncertainty), our estimates for the improvement in the LHC reach should
be conservative. It is thus promising that utilizing quark-gluon discrimination within
an MVA including kinematic observables can considerably improve the LHC search
prospects of strongly interacting SUSY particles.
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Figure 5. Projected 95% C.L. exclusion contours in the Mg̃�M�̃0

1

plane at the 14 TeV LHC
with an integrated luminosity of 300 fb�1. The different systematic uncertainty components
have been added linearly, making the total systematic uncertainty in the background yield
prediction to be 30%, when all the variables are included together. See text for details on
the individual exclusion contours.

In order to understand the uncertainty in the predictions from the MC modelling
of jet substructure, we have performed the full analysis using both the Pythia6 and
Herwig++ MCs. In Fig. 6 we show the 95% C.L. exclusion contours predicted by the
two MCs using either only the jet substructure subset (blue curves) or the full variable
set (black curves). For reference, the exclusion contours based on ATLAS cuts [24] are
also shown (orange curves), and they are almost identical for Pythia6 and Herwig++.
The Pythia6 exclusion contours (solid lines) show a better reach than the Herwig++
ones (dashed lines), and the difference between the two essentially comes from the
jet substructure modelling, which, as remarked earlier, differs significantly for gluon
jets. It is however encouraging that both MCs predict significant improvement over
the standard analysis. Thus to the extent these two MCs provide an estimate of
the uncertainty in prediction, our results show that irrespective of such differences,
an improvement is expected in the LHC reach of gluino pair production, especially

– 14 –



generator dependence 

Systematics added 30% for most later lines 

in the intermediate mass gap region, when we include the quark-gluon separation
information within the MVA analysis. Future availability of data-based templates
and improved MC tunes are expected to lead to more reliable predictions and a
reduction of the systematics in the application of quark-gluon discrimination.
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Figure 6. The 95% C.L. exclusion contours predicted by Pythia6 (solid lines) and
Herwig++ (dashed lines) using either only the jet substructure subset (blue curves) or the
full variable set (black curves). For reference, the exclusion contours based on ATLAS
cuts [24] are also shown (orange curves), and they are almost identical for Pythia6 and
Herwig++.

4 Summary and Outlook

Quark-gluon discrimination is becoming a topic of growing interest, both in the theo-
retical and Monte Carlo front with improved jet substructure based observables being
designed to capture the detailed pattern of QCD radiation, and on the experimental
front with the development of data-based templates for tagging observables as well
as validation of existing MC tunes. It is thus an ideal juncture when the importance
of quark-gluon jet separation methods in the search for physics beyond the stan-
dard model should be thoroughly explored. With this goal in mind, in this paper,
we studied the impact of including quark- and gluon-initiated jet discrimination in
the search for gluino pair production events at the LHC. As seen in Tab. 1, when
ordered according to their transverse momenta, the third and fourth jets are more
likely to be quark-initiated for the signal process, while for the dominant background
of Z/W+jets, they are more likely to be gluon-initiated. With the quark and gluon
separation variables of the number of charged tracks, energy correlation functions
C�

1

, and jet mass (mJ/pT,J) as inputs to a multivariate analysis, we first develop a
BDT-based quark-gluon discriminant across a large range of jet pT using the Z + q

– 15 –



At the end 



Looking back LEP era again  

EW precision  
• No deviation of standard model.  Field Theory 

win. Light higgs boson was suggested.   

• People started to believe SUSY and thought 
neutralino as standard  dark matter 
candidate.  

• Technicolor  became difficult and  people have left to effective theory:          
Little Higgs model/composite model: Higgs boson is NG boson of some 
global  symmetry without  specifying the origin of symmetry breaking  

• Important Lessons have been learned from  this approach  

• top sector need to be enlarged → top partner  

• Z2 symmetry separating new sector from SM sector → TeV 
scale new physics  (stable spin 1 particle as dark matter) 



 SUSY 
development of Gauge Mediation: Low energy SUSY 
breaking, and gravitino  dark matter (spin 3/2, Late 
decay, connection to BBN  )  
Anomaly Mediation :suppressed gaugino mass, wino 
dark matter, moduli decay 
Little Hierarchy argument ,natural SUSY?  

 Extra dim  

Warped Extra dimension(1998, 1999)     Planck scale → EW scale. Yukawa 
coupling can have geometrical meaning, U(1) gauge boson KK dark matter 

Composite Models 

Little Higgs models (2001)  & Minimal composite models 

12 years ( = 6 years+ 2 year budget + 2 (delay) + 2 (He)  
 between LEP and LHC 

It was fan time 



We also start to confuse about DM  
Effective theory and Simplified models of DM 

 

• Recently, theorists are busy to make effective theories or simplified 
models.  

• This is useful especially when 1) production cross sections and 
branching ratios are not sensitive to the model details  2) limits are 
not sensitive to the simplified model assumptions.  

• But you may get into wrong direction if you use effective theory to 
emphasizing  the one  which is unlikely  to exists theoretically. 



Mono-W or Z searches�

•  Search for DM signature with gauge boson 
•  Lower background, complementary to 

mono-jet search
•  Both hadronic, leptonic decays covered  

(hadronic channel has stronger sensitivity)

LHC/ATLAS/CMS�

���

•  a large radius jet (pT>250GeV) 
•  mjet = [50, 120] GeV 
•  lepton, photon vetoes 
•  Data driven background estimation 
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Searches with Mono-Leptons

Yang Baia,b and Tim M.P. Taitc
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We explore the implications of the mono-lepton plus missing transverse energy signature at the
LHC, and point out its significance on understanding how dark matter interacts with quarks, where
the signature arises from dark matter pair production together with a leptonically decaying W boson
radiated from the initial state quarks. We derive limits using the existing W ′ searches at the LHC,
and find an interesting interference between the contributions from dark matter couplings to up-
type and down-type quarks. Mono-leptons can actually furnish the strongest current bound on dark
matter interactions for axial vector (spin-dependent) interactions and iso-spin violating couplings.
Should a signal of dark matter production be observed, this process can also help disentangle the
dark matter couplings to up- and down-type quarks.

PACS numbers: 12.60.-i, 95.35.+d, 14.80.-j

Introduction. Observational evidence points to the ex-
istence of some kind of cold nonbaryonic dark matter as
the dominant component of matter in the Universe [1],
and yet, from the point of view of a fundamental de-
scription, essentially nothing is known about the nature
of dark matter. Among the many possibilities, weakly in-
teracting massive particles (WIMPs) are the most cher-
ished vision for dark matter, because their abundance
in the Universe may be simply understood as a conse-
quence of the thermal history. But even in the space of
WIMP theories, there is a large set of possible interac-
tions with the ordinary particles of the Standard Model
(SM), leading to a rich program of searches for WIMPs
indirectly through their annihilation, directly scattering
with heavy nuclei, and through their production at high
energy accelerators.

If the particles mediating the WIMP interactions with
the SM are heavy compared to the momentum transfer
of interest, the ultraviolet details become unimportant,
and low energy physics is described by an effective field
theory (EFT) containing the SM, the WIMP, and con-
tact interactions coupling the two sectors [2–6]. The ef-
fective theory has proven a useful language to describe
some kinds of WIMP theories, and assess the interplay of
direct searches with those at colliders [3–9] and indirect
detection [10, 11]. A picture emerges in which the various
classes of searches exhibit a high degree of complemen-
tarity in terms of their coverage of different theories of
WIMPs.

Currently the most sensitive accelerator searches look
for mono-jets and mono-photons which recoil against a
pair of invisible WIMPs [12–15]. In general, the col-
lider searches tend to provide better coverage for spin-
dependent interactions and for low mass (! 10 GeV)
WIMPs. In this article, we explore the signature where
a “mono-W” boson is produced in association with the
WIMPs. When the W decays leptonically, this results in
a charged lepton and a neutrino, leading to events char-
acterized by a single charged lepton and missing trans-

FIG. 1: Representative Feynman diagrams for Wχχ̄ produc-
tion.

verse momentum (see Fig. 1). As we shall see below, the
existing W ′ searches already place a bound on mono-W
production which for some choices of couplings are cur-
rently the most stringent, better than existing mono-jet
bounds. Even in cases where the mono-leptons do not
provide the most stringent constraints, they are an in-
teresting mechanism to disentangle WIMP couplings to
up-type versus down-type quarks.

Effective Field Theory. We consider a theory of a
Dirac (electroweak singlet) WIMP particle χ which inter-
acts with up (u) and/or down (d) quarks through either
a vector or axial-vector interaction. The vector case is
represented by the contact interaction,

1

Λ2
χγµχ

(

uγµu+ ξ dγµd
)

, (1)

where Λ characterizes the over-all strength of the interac-
tion, ξ parameterizes the relative strength of the coupling
to down quarks relative to up-quarks, and for simplicity
we restrict our discussion to quarks of the first genera-
tion. This interaction leads to spin-independent scatter-
ing with nuclei. We also consider a spin-dependent case
with an axial vector structure,

1

Λ2
χγµγ5χ

(

uγµγ5u+ ξ dγµγ5d
)

. (2)

Mono-W or Z searches�

•  Search for DM signature with gauge boson 
•  Lower background, complementary to 

mono-jet search
•  Both hadronic, leptonic decays covered  

(hadronic channel has stronger sensitivity)

LHC/ATLAS/CMS�

���

•  a large radius jet (pT>250GeV) 
•  mjet = [50, 120] GeV 
•  lepton, photon vetoes 
•  Data driven background estimation 
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ξ=-1  

Effective Theory  used in funny ways     
1. gauge symmetry violated Amplitude increase as ε~ E/mW 
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Invisible Higgs Decay Width vs. Dark Matter Direct Detection
Cross Section in Higgs Portal Dark Matter Models

Seungwon Baek,∗ P. Ko,† and Wan-Il Park‡

School of Physics, KIAS, Seoul 130-722, Korea
(Dated: May 15, 2014)

The correlation between the invisible Higgs branching ratio (Binv
h ) vs. dark matter (DM) direct

detection (σSI
p ) in Higgs portal DM models is usually presented in the effective field theory (EFT)

framework. This is fine for singlet scalar DM, but not in the singlet fermion DM (SFDM) or vector
DM (VDM) models. In this paper, we derive the explicit expressions for this correlation within
UV completions of SFDM and VDM models with Higgs portals, and discuss the limitation of the
EFT approach. We show that there are at least two additional hidden parameter in σSI

p in the UV
completions: the singlet-like scalar mass m2 and its mixing angle α with the SM Higgs boson (h). In
particular, if the singlet-like scalar is lighter than the SM Higgs boson (m2 < mh cosα/

√

1 + cos2 α),
the collider bound becomes weaker than the one based on EFT.

INTRODUCTION

As more data on the 126 GeV Higgs boson H are accu-
mulated at the LHC, its invisible Higgs branching frac-
tion Binv

h is getting bounded from above. This bound
can give some useful constraint on the Higgs coupling to
the DM particle in some concrete DM models. In fact
such attempts for Higgs portal DM models were made
recently by both ATLAS and CMS Collaborations [1, 2].

Both Collaborations announced that their measurements
of the upper bounds on the Binv

h can be translated into
the upper bounds on σp (spin-independent cross section
of DM particle on nucleon) in the Higgs portal DM mod-
els, which are much stronger than those obtained from
DM direct detection experiments in the low DM mass
region (i.e., mDM ! 10 GeV). These analyses are based
on the following model Lagrangians [3–6]:

LSSDM =
1

2
∂µS∂

µS − 1

2
m2

SS
2 − λS

4!
S4 − λHS

2
S2H†H (1)

LSFDM = ψ(i∂ −mψ)ψ − λψH
Λ

ψψH†H (2)

LVDM = −1

4
VµνV

µν +
1

2
m2

V VµV
µ − λV H

2
VµV

µH†H − λV
4

(VµV
µ)2 (3)

In all three cases, the DM phenomenology can be done
with two parameters only, namely the DM mass and the
DM coupling to the Higgs field. The latter parameter is
strongly constrained by the upper bound on the invisible
Higgs decay, and can be translated into the upper bound
on the spin-independent cross section of DM on nucleon.
This simple strategy has been adopted numerously.

The SSDM Lagrangian (1) is renormalizable, and the
results based on it would be reliable [26]. We refer to
the comprehensive analyses on this model to the existing
literature [7] without touching it in the following. On the
other hand, the other two cases for SFDM and VDM have
to be considered in better frameworks. Since we don’t
know the new physics scales related with DM, we cannot
know a priori how good the EFT approach would be.
Also the mass for the VDM is given by hand, so that both
Lagrangians for SFDM and VDM are not renormalizable
and violate unitarity at some scale. In such cases, it

is safer to consider simple UV completions of these two
cases.

In this letter, we point out that the claim by ATLAS
and CMS based on the EFT is erroneous for SFDM and
VDM cases, by working in renormalizable and unitary
Higgs portal DM models proposed by the present au-
thors [8, 9, 18]. In these two cases, there appears an ad-
ditional SM singlet scalar, either from the renormalizable
Yukawa couplings of the SFDM or from the remnant of
dark Higgs mechanism for generating the VDM mass. In
each case, we derive the expressions for the Binv

h and σSI
p ,

and show that there are hidden variables in σSI
p , namely

the mass of the 2nd scalar boson which is mostly singlet-
like, and the mixing angle α between the SM Higgs and
the singlet scalar boson. If kinematically allowed, the
heavier scalar boson can decay into a pair of lighter scalar
bosons, so we have to consider the branching ratio for the
nonstandard Higgs decays, Bh(mh = 125)nonSM . Then

2.  EFT without origin of symmetry breaking specified 

It is  a bit funny to have this kind of analysis for  
the dark matter signal while background is estimated  

seriously using NNLO, NLO, …  

3 Axial vector gauge boson ( invented to 
 make LHC results nice)  

another example is Higgw width   
”measurement” 

Shin-Shan Eiko Yu

Axial-vector Mediator Scalar Mediator

• BR(h(125)→ invisible) < 0.44 (0.56 expected) 

• Results recast to limits on SI/SD DM-nucleon scattering cross sections

7

Mono-Jet/Jets/Hadronic W And Z 2016 data



Summary 
Overall LHC is successful. It is  based on solid science, 
especially, precision EW calculation,   higher order 
QCD, development of MC tools.  fantastic job 
compared with our expectations at 23 years ago(at the 
time of SSC cancellation)  

Anomaly are more abundant in flavor physics now.  Are 
there something more to be developed? Or are we in 
the “who ordered this” situation?  

 Is understanding good/excluded  regions in effective/
simplified  theory  enough to justify the existence of 
HEP on the earth?


