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Building Simultaneous Pdfs using the Workspace Factory
From Wouter:
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Constructing joint pdfs

• Operator class SIMUL to construct joint models 
at the pdf level

• Can also construct joint datasets

// Pdfs for channels ‘A’ and ‘B’
w.factory(“Gaussian::pdfA(x[-10,10],mean[-10,10],sigma[3])”) ;
w.factory(“Uniform::pdfB(x)”) ;

// Create discrete observable to label channels
w.factory(“index[A,B]”) ;

// Create joint pdf
w.factory(“SIMUL::joint(index,A=pdfA,B=pdfB)”) ;

RooDataSet *dataA, *dataB ;
RooDataSet dataAB(“dataAB”,”dataAB”,Index(w::index),

Import(“A”,*dataA),Import(“B”,*dataB)) ;
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Using joint models

• When constructing joint models and likelihoods:

parameters with the same name = same parameter

• If intentional, you are done at this point.

– Takes all parameter correlations 
fully into account

– To add additional correlations,
simply multiply joint pdf with
appropriate RooMultiVarGaussian
pdf in parameters of choice

RooAbsReal* pllJoint = nllJoint->createProfile(paramOfInterest) ;

w.factory(“MultiVarGaussian::corr
({a,b},{0,0},COV)”);

w.factory(“PROD::jointc(joint,corr)”) ;
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Creating the Example

• go to an empty directory

• What is in data?
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[lxplus] ATLASDanalysis > prepareHistFactory

[lxplus] ATLASDanalysis > ls
config data result

[lxplus] ATLASDanalysis > root -l data/example.root
root [0] 
Attaching file example.root as _file0...
root [1] .ls
TFile**!! example.root!
 TFile*!! example.root!
  KEY: TH1F!data;1! data
  KEY: TH1F!signal;1! signal histogram (pb)
  KEY: TH1F!background1;1! background 1 histogram (pb)
  KEY: TH1F!background2;1! background 2 histogram (pb)
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HistFactory Models

Data: think of it as data points in a histogram

Model: looks the same (it is also a histogram), but one should think about it as a shape 
(a PDF) that is extended with the number of events in the histogram.

➡ xi events in bin i really means: probability of an event in this bin is xi/Σj xj and the 
PDF is extended with Σj xj (for bins with equal width).

➡ If there is only one bin, this reduces to “number counting form”.

From the HistFactory User Guide:
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1 Introduction

The HistFactory is a tool to build parametrized probability density functions (pdfs) in the
RooFit/RooStats framework based based on simple ROOT histograms organized in an XML
file. The pdf has a restricted form, but it is su�ciently flexible to describe many analyses
based on template histograms. The tool takes a modular approach to build complex pdfs from
more primative conceptual building blocks. The resulting PDF is stored in a RooWorkspace
which can be saved to and read from a ROOT file.

1.1 Preliminaries

Let us begin by considering the simple case of a single channel with one signal and one back-
ground contribution and no systematics based on the discriminating variable is x. While
we will not continue with this notation, let us start with the familiar convention where the
number of signal events is denoted as S and the number of background events as B. Similarly,
denote the signal and background “shapes” as f

S

(x) and f

B

(x) and note the these are proba-
bility density functions normalized so that

R
dxf(x) = 1. It is common to introduce a “signal

strength” parameter µ such that µ = 0 corresponds to the background-only hypothesis and
µ = 1 corresponds to the nominal signal+background hypothesis. This continuous parameter
µ is our parameter of interest.

Now we ask what the probability model is for obtaining n events in the data where
the discriminating variable for event e has a value xe; thus the full dataset will be denoted
{x

1

. . . xn}. First one must include the Poisson probability of obtaining n events when µS+B

are expected. Secondly, one must take into account the probability density of obtaining xe

based on the relative mixture f

S

(x) and f

B

(x) for a given value of µ. Putting those two
ingredients together one obtains what statisticians call a “marked Poisson model”:

P({x
1

. . . xn}|µ) = Pois(n|µS +B)

"
nY

e=1

µSf

S

(xe) +Bf

B

(xe)

µS +B

#
. (1)

If one imagines the data as being fixed, then this equation depends on µ and is called the
likelihood function L(µ). Simply taking the logarithm of the equation above and remembering
that Pois(n|⌫) = ⌫

n
e

�µ
/n! gives us a familiar formula referred to by physicists as an “extended

maximum likelihood fit” :

� lnL(µ) = �n ln(µS +B) + (µS +B) + lnn!�
nX

e=1

ln


µSf

S

(xe) +Bf

B

(xe)

µS +B

�

= (µS +B) + lnn!�
nX

e=1

ln [µSf
S

(xe) +Bf

B

(xe)] . (2)

Since HistFactory is based on histograms, it is natural to think of the binned equivalent
of the probability model above. Denoted the signal and background histograms as ⌫

sig

b and

⌫

bkg

b , where b is the bin index and the histograms contents correspond to the number of events
expected in the data. We can relate the bin ⌫b and the shape f(x) via

fS(xe) =
⌫

sig

be

S�be
and fB(xe) =

⌫

bkg

be

B�be
, (3)

where be is the index of the bin containing xe and �be is the width of that same bins. Note,

because the f(x) are normalized to unity we have S =
P

b ⌫
sig

b

and B =
P

b ⌫
bkg

b

.

2

shapes (integral is one)

total number of signal (S) and background (B) events
including “signal strength modifier” μ
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Example Channel

• config/example_channel.xml
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file we just looked at
names of the histograms 

from previous page
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Example Model

• config/
example.xml
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use that channel

do not run ProfileLikelihoodCalculator 
for this Measurement
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Running Example

• from the main directory:

• this created many .root files and 
also .eps files
➡ eps files are the outputs of the 

ProfileLikelihoodCalculator that 
was run automatically
(use ExportOnly=”True” to 
switch that off)
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[lxplus] ATLASDanalysis > hist2workspace config/example.xml
... producing a lot of output ...

[lxplus] ATLASDanalysis > ls results/
example_channel1_ConstExample_model.root       example_combined_GaussExample_model.root
example_channel1_GammaExample_model.root       example_combined_GaussExample_profileLR.eps
example_channel1_GammaExample_profileLR.eps    example_combined_LogNormExample_model.root
example_channel1_GaussExample_model.root       example_combined_LogNormExample_profileLR.eps
example_channel1_GaussExample_profileLR.eps    example_ConstExample.root
example_channel1_LogNormExample_model.root     example_GammaExample.root
example_channel1_LogNormExample_profileLR.eps  example_GaussExample.root
example_combined_ConstExample_model.root       example_LogNormExample.root
example_combined_GammaExample_model.root       example_results.table
example_combined_GammaExample_profileLR.eps

NLL
Profile
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Look at result

• Find out workspace name, model name and data name:
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[lxplus] ATLASDanalysis > root -l results/
example_combined_GaussExample_model.root 

root [1] .ls
TFile**!! results/example_combined_GaussExample_model.root!
 TFile*!! results/example_combined_GaussExample_model.root!
  KEY: RooWorkspace!combined;1! combined
  KEY: TProcessID! ProcessID0;1!0c6e344e-2565-11e0-9717-ecd28a89beef

root [2] combined->Print()
RooWorkspace(combined) combined contents
... print out of variables, p.d.f.s, functions, named sets, and ...

datasets
--------
RooDataSet::asimovData(channelCat,obs_channel1)
RooDataSet::obsData(channelCat,obs_channel1)

generic objects
---------------
RooStats::ModelConfig::ModelConfig

root [3] 
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Reading obsData

• in the standard form, the model is built using RooHistFuncs, which is more 
efficient than the number counting form
➡ look at data like this:
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root [2] f = combined->var("obs_channel1")->frame()
(const class RooPlot*)0x7fc173162800
root [3] combined->data("obsData")->plotOn(f)
(const class RooPlot*)0x7fc173162800
root [4] f->Draw()
Info in <TCanvas::MakeDefCanvas>:  created default TCanvas with name c1
root [5] 
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Using a HistFactory model
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root [5] .x /afs/cern.ch/sw/lcg/app/releases/ROOT/5.30.01/x86_64-slc5-gcc43-opt/root/tutorials/
roostats/StandardProfileLikelihoodDemo.C("results/example_combined_GaussExample_model.root", 
"combined", "ModelConfig", "obsData")

[#1] INFO:Minization --  Including the following contraint terms in minimization: 
(alpha_syst2Constraint,alpha_syst3Constraint)
ProfileLikelihoodCalcultor::DoGlobalFit - using Minuit / Migrad with strategy 1
[#1] INFO:Minization --  Including the following contraint terms in minimization: 
(alpha_syst2Constraint,alpha_syst3Constraint)
[#1] INFO:Fitting -- RooAddition::defaultErrorLevel(nll_simPdf_simData_with_constr) Summation contains a RooNLLVar, using 
its error level
[#1] INFO:Minization -- RooMinimizer::optimizeConst: activating const optimization
[#1] INFO:Fitting -- RooAbsTestStatistic::initSimMode: creating slave calculator #0 for state channel1 (1 dataset entries)
[#1] INFO:Minization -- RooMinimizer::optimizeConst: deactivating const optimization

  RooFitResult: minimized FCN value: 8.44132, estimated distance to minimum: 2.09744e-06
                covariance matrix quality: Full, accurate covariance matrix

    Floating Parameter    FinalValue +/-  Error   
  --------------------  --------------------------
         SigXsecOverSM    1.1212e+00 +/-  5.26e-01
           alpha_syst2   -1.3646e-02 +/-  9.75e-01
           alpha_syst3    2.7826e-02 +/-  9.19e-01

[#1] INFO:Fitting -- RooAbsTestStatistic::initSimMode: creating slave calculator #0 for state channel1 (1 dataset entries)
[#1] INFO:Minization -- RooProfileLL::evaluate(nll_simPdf_simData_with_constr_Profile[SigXsecOverSM]) Creating instance of 
MINUIT
[#1] INFO:Fitting -- RooAddition::defaultErrorLevel(nll_simPdf_simData_with_constr) Summation contains a RooNLLVar, using 
its error level
[#1] INFO:Minization -- RooProfileLL::evaluate(nll_simPdf_simData_with_constr_Profile[SigXsecOverSM]) determining minimum 
likelihood for current configurations w.r.t all observable
[#1] INFO:Fitting -- RooAbsTestStatistic::initSimMode: creating slave calculator #0 for state channel1 (1 dataset entries)
[#1] INFO:Minization -- RooProfileLL::evaluate(nll_simPdf_simData_with_constr_Profile[SigXsecOverSM]) minimum found at 
(SigXsecOverSM=1.12102)
..........................................................................................................................
................................................................................Info in <TCanvas::MakeDefCanvas>:  created 
default TCanvas with name c1

95% interval on SigXsecOverSM is : [0.102174, 2.21605] 
root [6] 

from previous pages
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Exercise: ModelInspector.C

root -l '$ROOTSYS/tutorials/roostats/ModelInspector.C+("results/
example_combined_GaussExample_model.root","combined","ModelConfig"
,"obsData")'

and click on ‘Fit’.
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New in 5.33 / 5.34
ToyMCSampler: Detailed output (nuisance parameter distributions, correlations, status 
bits, ...) and runs with multiple test statistics. Importance Sampling.

HistFactory will be configurable directly from C++ and Python without XML:
➡ branches/dev/roostats/tutorials/histfactory/example.C
➡ branches/dev/roostats/tutorials/histfactory/example.py

MultiNest (another Bayesian method) is in preparation for 5.34.

RooStats was accepted as mentoring organization for Google Summer of Code. 
Some projects might be of interest to you.
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Summary
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~50 million toys: 4.4σ

ATLAS internal

• RooStats supports many methods for 
discovery and limits (asymptotics, toys, 
Bayesian)
➡ is powerful (used for real-world 

complicated analyses and combinations, 
see ttbar combination on top right)

➡ proven in individual search channels (e.g. 
various Higgs and SUSY channels), top 
physics and Higgs combinations

• separates model, method and storage: each is 
improving all the time

• use it, report bugs ... and if you need 
more, contribute a new tool

• RooStats has many more tools:
➡ Importance Sampling for all toy based 

tools 
➡ Jeffrey’s Prior, Keys PDF, Bernstein 

Correction, SPlot, ...


