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• Network monitoring and an overview of 
perfSONAR and perfSONAR-PS

• Experience in USATLAS
• Details about perfSONAR-PS as deployed
• Outlook and Plans
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Network Monitoring  for LHC
• Our Worldwide LHC Computing Grid relies 

heavily (implicitly) on the underlying networks 
that interconnect our sites and resources

• Networks, because of their distributed nature, 
are typically difficult to debug when there are 
end-to-end issues impacting users/applications:
– Multiple “owners” (administrative domains)
– Lack of information to quickly isolate problem 

locations when “network” problems are suspected
– Insufficient expertise/tools to diagnose networks
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Why Network Monitoring?

• As you have seen in yesterday’s talk by Daniele on 
LHCONE preparations, both ATLAS and CMS are 
working on verifying and monitoring our inter-
site links and their end-to-end performance 

• This is critical and necessary work to ensure a 
robust infrastructure for LHC…

• …BUT not sufficient!
• We need additional information to differentiate 

end-site issues from network issues
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perfSONAR and perfSONAR-PS
• perfSONAR (www.perfsonar.net ) is:

– An infrastructure for network performance monitoring
– A services-oriented architecture with 3 views:

• A consortium of organizations building and designing an 
interoperable set network monitoring middle-ware

• A protocol based upon SOAP XML messages
• Several interoperable software packages

• perfSONAR-PS is a perfSONAR development effort, 
by Internet2/ESnet and others, targeted at creating 
an easy-to-deploy and easy-to-use set of 
perfSONAR services

7/13/2011 Shawn McKee - WLCG Meeting at DESY 5

http://www.perfsonar.net/�


Robust Network is Key
• USATLAS started working closely with the perfSONAR-

PS team more than 2.5 years ago.
• Goal was to instrument the network connections 

between US Tier 1 and all US Tier 2 sites in one uniform 
way.

• Primary motives
– Aid in problem diagnosis and location identification
– Differentiate end-site issues from network issues
– Archive of standard regular measurements over time

• USATLAS Deployed perfSONAR-PS  
– Implemented two identical end points in each facility
– Defined mesh of connection tests between all facilities
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perfSONAR-PS Deployment for USATLAS
• Deployed the same inexpensive hardware at all sites

– ~$600 per KOI 1U system, 1Gb NIC
– Now looking into Dell R410 for hardware refresh

• Used same perfSONAR_PS Toolkit linux live-CD 
– now most sites use the net-install, rpm distribution

• Dedicate one node for throughput and one node for latency 
at each site
– Throughput tests are resource intensive and tend to  bias 

latency tests
• Define a common set of test 

– Mesh of Throughput tests to/from all T1/T2 perfSONAR nodes
– Mesh of Latency tests to/from all T1/T2 perfSONAR nodes 

• Now augmented with summary via Dashboard
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perfSONAR-PS Tools
• Web based GUI for admin to configure and for user to 

display measurement tests
– After initial setup of local disk, IP, NTP

• Nodes may be declared being part of some “communities” 
(e.g. LHC or USATLAS) to help identification in a directory 
lookup service

• Two main test types
– Throughput tests (bwctl) non-concurrent 
– Ping (PingER) and One-Way Latency tests (owamp) time stamped
Tests are scheduled and Measurement Archive manages results

• Also available
– traceroute and ping (i.e. reverse route from remote PS host)
– Network Diagnostic Tools (NDT,NPAD) on demand 
– Cacti installed
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perfSONAR-PS: Web GUI
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perfSONAR-PS: Throughput Tests web page
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perfSONAR-PS: Throughput graphs
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perfSONAR-PS: Latency Tests web page
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perfSONAR-PS: Latency Graph
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Graph for current data shown here, 
but one can also retrieve older time slices from archive,

or can also zoom in on a particular time within such graph.



perfSONAR-PS: Reverse traceroute
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Centralized Monitoring of the Distributed Monitoring: 
The BNL Dashboard

• We monitor 9 separate T1/T2 sites, i.e. 18 perfSONAR nodes
• Total of 108 critical services, 72 throughput tests, 72 one-way latency tests

• While perfSONAR is, by design, a decentralized architecture, we need a 
centralized Dashboard to keep track of the overall mesh
– Developed by BNL (Tom Wlodek) for USATLAS (and now other clouds)
– First within Nagios (but complex and hard to access)
– Now rewritten as a standalone project accessible by all (and portable) 
– Use probes to monitor proper operation of critical services on each node

• Alert emails sent to site admins on failing services
– Use probes to retrieve the latest test results on pre-defined mesh of 

measurements (Throughput & Latency)
• Both measurements about link A B measured by BOTH A & B
• Thresholds on results for label (OK, CRITICAL, etc) and color code

– History and plot of service status and mesh measurements

 Presents a compact overview of (perfSONAR nodes health and) all 
USATLAS  inter-site network connections  
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Dashboard in Nagios

7/13/2011 Shawn McKee - WLCG Meeting at DESY 16



Standalone Dashboard
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Dashboard: Primitive Services
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Dashboard: Service History
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Dashboard: Throughput Measurement plot
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Dashboard: Latency Measurement plot
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Dashboard: other clouds
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Diagnostics Capabilities

• Throughput: Notice problems and debug network, also 
help differentiate server problems from path problems

• Latency: Notice route changes, asymmetric routes
• Watch for excessive Packet Loss
• On-demand tests and NPAD/NDT diagnostics via web
• Optionally: Install additional perfSONAR nodes inside 

local network, and/or at periphery 
– Characterize local performance and internal packet loss
– Separate WAN performance from internal performance

• Daily Dashboard check of own site, and peers
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Example of diagnostics
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Asymmetric 
throughput between 

peer sites IU and 
AGLT2 resolved



Examples of diagnostics…

• Most recently, after routing upgrade work, noticed small 
0.7ms latency increase

• Traceroute found an unintended route change (packets 
destined to MSU were going through UM)  routing prefs
quickly fixed
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Outlook and Plans
• perfSONAR-PS being deployed in other ATLAS clouds

– Italy started, Canada also in process
– BNL Dashboard already monitoring IT cloud (at least for now)

– Dashboard code will be packaged & distributed
• perfSONAR-PS being deployed at LHC T1 sites

– LHCOPN voted in the June 2011 meeting to deploy it
• Connections between T2 of different clouds also need to be 

monitored to support file transfer  - Inter-cloud monitoring
– Challenge is to identify appropriate subset; Cannot support full-mesh

• perfSONAR is open source, with releases ~twice a year
• The more test points along the path, the better

– Integrating information from backbone, routing points
– Allows a “divide-and-conquer” approach to problem  isolation

• Has proven extremely useful for USATLAS to-date!
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Thank you! – Questions?
• perfSONAR

– http://www.perfsonar.net/
– http://psps.perfsonar.net/toolkit
– Jason Zurawski zurawski@internet2.edu (I2/LHC 

contact)
• USATLAS perfSONAR Dashboard

– Nagios https://nagios.racf.bnl.gov/nagios/cgi-
bin/prod/perfSonar.php needs BNL login 

– Standalone http://130.199.185.78:28080/exda/
– Tom Wlodek tomw@bnl.gov
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perfSONAR-PS IPv6 Status
(Green check means activity is done. Yellow means in progress. Red means no firm plans to address.) 
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